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Chapter 1

The divergence theorem
in the compact setting:
introductory examples

1.1 Introduction

On a closed Riemannian manifold, the usual divergence theorem, or
integration by parts, is an invaluable tool to obtain integral estimates
of solutions of PDEs, corresponding vanishing results, comparison theories
etc. which, in turn, can also be used to deduce information on the geometry
and the topology of the underlying space. A prototypical example is
represented by the Bochner technique and its geometric consequences. In
noncompact settings the usual divergence theorem requires objects to be
compactly supported. Therefore, we can agree that this is a local result
which does not take into account the global (say at infinity) geometry of
the underlying space. A global version should involve vector fields (and
differential forms) with prescribed asymptotic behavior at infinity, such
as an Lp condition. The validity of a corresponding Stokes theorem then
reflects the fact that the manifold has a negligible boundary at infinity
from the viewpoint of Lp vector fields and this is intimately related to
potential theoretic properties (parabolicity) of the space. Thus, in the
parabolic realm, the integration by parts technique extends globally and
gives new information and results on the behavior of solutions of PDEs as
well as geometric implications on the global geometry of the space. These
lectures aim at exploring this order of ideas. We shall discuss the abstract
framework and present some concrete examples where the general theory
yields interesting results.
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1.2 Basic notation

1.2.1 Manifold and curvature tensors

1. (M, ⟨, ⟩) is a connected Riemannian manifold, dimM =m, ∂M = ∅.

2. D is Levi-Civita connection of M .

3. The Riemann (1,3)-tensor is

Riem (X,Y )Z = [DX ,DY ]Z −D[X,Y ]Z.

4. The Riemann (0,4)-tensor is

Riem (X,Y,Z,W ) = ⟨Riem (X,Y )Z,W ⟩ .

5. The sectional curvature is defined by

Sec (X ∧ Y ) = ⟨Riem (X,Y )Y,X⟩
∣X ∧ Y ∣2

.

6. The radial sectional curvature with respect to an origin o ∈M is

Secrad (X) = Sec (X ∧∇r) ,

where r (x) = d (x, o).

7. The Ricci (1,1)-tensor is

Ric (X) = tr{(Z,W ) → Riem (X,Z)W}

=
m

∑
i=1

Riem (X,Ei)Ei.

8. The Ricci (0,2)-tensor is

Ric (X,Y ) = ⟨Ric (X) , Y ⟩ .

9. The scalar curvature is defined by

Scal = tr (X → Ric (X)) =
m

∑
i=1

Ric (Ei,Ei) .
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1.2.2 Metric objects and their measures

1. The intrinsic distance of M is denoted by d (x, y) or dM (x, y). It is
realized as the infimum of the length of (rectifiable) paths connecting
x and y.

2. The geodesic ball centered at o ∈M and of radius r is denoted by

Br (o) = {x ∈M ∶ d (x, o) < r} .

Its boundary is the geodesic sphere

∂Br (0) = {x ∈M ∶ d (x, o) = r} .

3. The Riemannian metric gives rise to a canonical measure dvolm
which, in local coordinates, is given by

dvolm =
√
Gdx1 ⋅ ⋅ ⋅ dxm,

where G = det (gij). The corresponding (m − 1)-Hausdorff measure
is dvolm−1. Set

volBr = ∫
Br
dvolm

and
area∂Br = ∫

∂Br
dvolm−1.

By the co-area formula

volBr = ∫
r

0
area∂Brdr.

When there is no danger of confusion, in writing integrals, the
relevant measures will be often understood.

4. The volume growth of M is the growth rate of the function volBr
whereas the area growth is the grow rate of the function area∂Br.

5. The cut-locus of a point o ∈M is denoted by cut (o). It follows that
ro (x) = d (x, o) is a smooth function on M/ (cut (o) ∪ {o}) .

1.2.3 Differential operators

Let u ∶M → R be a given smooth (say C2) function

1. The gradient of u is the vector field ∇u defined by

⟨∇u,X⟩ = du (X) .

In local coordinates
∇u = gij∂ju ∂i,

where gij = ⟨∂i, ∂j⟩.
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2. The Hessian of u is the bilinear form

Hess (u) (X,Y ) = ⟨DX∇u,Y ⟩ .

In local coordinates

Hess (u)ij = ∂
2
iju − Γlij∂lu,

with Γlij the Christoffel symbols of D.

3. The divergence of the vector field X is defined by

divX = tr (Y →DYX) .

In local coordinates, if X =Xi∂i then

divX = 1√
G
∂i (

√
GXi)

= ∂iXi +XtΓiit

with G = det (gij) .

4. The Laplacian (Laplace-Beltrami operator) of u is

∆u = trHess = div (∇u) .

In particular, if M = R, ∆ = d2/dx2. In local coordinates

∆u = 1√
G
∂i (

√
Ggik∂ku)

= gik∂2
iku − gikΓtik∂tu.

Further definitions and notation (e.g. the Laplacian of maps) will be
given when needed.

1.2.4 Function spaces

The symbol Lip (M) stands for the space of Lipschitz functions, i.e.,
according to Rademacher theorem, the space of continuous functions
which are differentiable a.e. and have bounded gradient. The space
W 1,p (M) is defined as the space of Lp-functions whose distributional
gradients are in Lp. It is a Banach space when equipped with the norm
∥ϕ∥W 1,p = ∥ϕ∥Lp + ∥∇ϕ∥Lp . Adding the index “loc” to function spaces
means that the defining properties of the space hold on every compact
set K ⊂ M . Let Ckc (M) denote the space of compactly supported, k-
differentiable functions on M . The closure of C∞

c (M) in W 1,p (M) is
denoted by W 1,p

0 (M).
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1.3 The divergence theorem in the compact
setting and regularity remarks

The usual divergence theorem states that

Theorem 1.1. Let X be a smooth, compactly supported vector field on
M . Then

∫
M

divX = 0.

In particular this holds for every smooth vector field on a closed manifold
M .

Sometimes it is necessary to relax the regularity conditions on X and
divX. This is possible provided we interpret the divergence of an L1

loc-
vector field in the sense of distributions.

Definition 1.2. Let X ∈ L1
loc (M). The distributional divergence of X is

defined by

(ϕ,divX) = −∫
M

⟨X,∇ϕ⟩ , ∀ϕ ∈ C∞
c (M) . (1.1)

Remark 1.3. If X ∈ Lq (M), then by density arguments the previous

definition extends to every ϕ ∈W
1, qq−1

0 (M) .
When divX ∈ L1

loc (M)

(ϕ,divX) = ∫
M
ϕdivX

and, therefore,

∫
M
ϕdivX = −∫

M
⟨X,∇ϕ⟩ .

If, in addition, X is compactly supported we can choose ϕ = 1 on the
support of X and recover the usual equality

∫
M

divX = 0.

Moreover, assuming again that divX ∈ L1
loc (M), the following standard

equality holds for every ρ ∈ Liploc (M):

div (ρX) = ⟨X,∇ρ⟩ + ρdivX. (1.2)

Indeed, for every ϕ ∈ C∞
c (M)

(ϕ,div (ρX)) = −∫
M

⟨X,ρ∇ϕ⟩

= −∫
M

⟨X,∇(ρϕ)⟩ + ∫
M

⟨X,ϕ∇ρ⟩

= ∫
M

(ρdivX + ⟨X,∇ρ⟩)ϕ

= (ϕ, ρdivX + ⟨X,∇ρ⟩) .
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In particular, div (ρX) ∈ L1
loc and formula (1.2) holds true. This is nothing

but a different manifestation of the divergence theorem (or integration by
parts).

Claim 1.4 (A). According to the above observations, if X ∈ L1
loc (M)

and divX ∈ L1
loc (M), then computations like that in formula (1.2) can be

formally carried over as in the smooth case. Moreover, if X is compactly
supported, then the formal divergence theorem applies. We will tacitly do
that in all that follows.

Obviously, integration by parts is also related to the notion of
distributional solution of differential inequalities in situations of low
regularity.

Definition 1.5. Let X ∈ L1
loc (M) be a given vector field and f ∈ L1

loc (M)
a given function. We say that

divX ≥ f , on M

in the sense of distributions, if the following inequality

(ϕ,divX) ≥ (f,ϕ) ,

holds for every 0 ≤ ϕ ∈ C∞
c (M), namely,

− ∫
M

⟨X,∇ϕ⟩ ≥ ∫ fϕ. (1.3)

The definitions of distributional solution of divX ≤ f is completely similar.

Note that, according to Definition 1.2 above, a function f ∈ L1
loc is the

distributional derivative of the vector field X, provided (1.1) holds for
every ϕ ∈ C∞

c (M). However, it turns out that it suffices that (1.1) hold for
every nonnegative test function. Indeed, if this is the case it follows that
(ϕ,divX −f) = 0 for every 0 ≤ ϕ ∈ C∞

c (M), and divX −f is a nonnegative
distribution, hence a positive locally finite measure, and, since it is also
nonpositive, such measure is necessarily the zero measure. In particular,
if divX ≥ f and divX ≤ f then divX = f .

Remark 1.6. As above, if X ∈ Lq (M) and f ∈ Lq (M) then the definition

extends to every 0 ≤ ϕ ∈W
1, qq−1

0 (M).

Note that, this time, we do not assume divX ∈ L1
loc (M). However

this is not a serious restriction with respect to formal manipulations.
Indeed, what we shall often need is that from an inequality of the type
divX ≥ f ≥ 0 for some compactly supported vector field X ∈ Lq (M),
one is able to deduce e.g. that ∫M f ≤ 0. The correct procedure is to
use the distributional definition (1.3) and choose ϕ = 1 on the support of
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X. However, from the viewpoint of the final goal, nothing is lost if we
apply formally the divergence theorem. One may suspect that, this time,
a problem arises when it is needed to compute div (ρX) for some function

0 ≤ ρ ∈ W
1, qq−1

loc (M). Namely, from divX ≥ f we would like to obtain
that −∫M ⟨X,∇ρ⟩ ≥ ∫M ρf . Again, the correct procedure is to apply the
distributional definition of divX ≥ f with the test function ϕ = ρη for some
0 ≤ η ∈ C∞

c (M). This gives −∫M ⟨X,∇ρ⟩η − ∫M ⟨X,∇η⟩ρ ≥ ∫M ρηf and,
assuming that X has compact support, we choose η = 1 on the support
of X (note that, necessarily, f ≤ 0 outside the support of X). However,
as before, the formal application of the divergence theorem to Z = ρX
produces the same effect.

Claim 1.7 (B). On the ground of the above observations, in the presence
of an inequality of the type divX ≥ f , we shall use formal manipulations
relying on the divergence theorem and (1.2) even when divX is only a
distribution and not an L1

loc-function.

Actually, this claim extends even if X is not compactly supported but,
in this case, we have to assume some extra global integrability property
on X and some property on M that guarantee the existence of special
tests functions. This will be the content of the global extensions of
the divergence theorem to the non-compact realm. See Remark 2.21 in
Chapter 2.

1.4 Divergence theorem and solutions of
(nonlinear) PDEs

To begin with we recall the following elementary

Theorem 1.8. Let M be a closed manifold. Then every function w ∈
W 1,2
loc (M) ∩C0 (M) satisfying ∆w ≥ 0 (or ∆w ≤ 0) must be constant.

Definition 1.9. A function w ∈W 1,2
loc (M) ∩C0 (M) satisfying ∆w ≥ 0 in

the distributional sense is called subharmonic. Reversing the inequality,
i.e. ∆w ≤ 0, we get a superharmonic function. If the inequality is replaced
by the equality ∆w = 0 then w is smooth by elliptic regularity and it is
called a harmonic function.

Proof. By a translation we can always assume that w ≥ 0. Let X = w∇w
and, using the subharmonicity of w, we compute, divX = w∆w + ∣∇w∣2 ≥
∣∇w∣2. By the divergence theorem, we get

∫
M

∣∇w∣2 = 0,

hence w is constant.
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Note that the above result is a comparison between the subharmonic
function w and the constant (superharmonic) function c = w (x0). Because
of the linearity of the Laplace-Beltrami operator, we obviously have

Corollary 1.10. Let M be a closed manifold and let u, v ∶ M → R be
solutions of ∆u ≥ ∆v. Then u (x) − v (x) = const.

Proof. Take w = u − v and apply Theorem 1.8.
It is clear that the Stokes-oriented proof of above constancy result works

essentially without changes even if we consider non-linear operators in
divergence form. However, comparing solutions of differential inequalities
involving these operators deserves more attention. According to the
terminology introduced by Rigoli-Setti, [41], we put the following

Definition 1.11. The ϕ-Laplacian of a function u is the nonlinear,
divergence form operator defined by

Lϕ (u) = div (∣∇u∣−1
ϕ (∣∇u∣)∇u) ,

where ϕ ∈ C0 ([0,+∞)) ∩ C1 ((0,+∞)) satisfies the following structural
conditions:

(i) ϕ (0) = 0, (ii) ϕ (t) > 0 ∀t > 0, (iii) ϕ (t) ≤ Atp−1,

for some constants A,p > 1.

Example 1.12. The ϕ-Laplacian encompasses very different type of non-
linearities. Indeed, important choices are:

1. ϕ (t) = tp−1, 1 < p < +∞, corresponding to the usual
p-Laplace operator

∆pu = div (∣∇u∣p−2∇u) .

The structure and the potential theory of this operator will be of
basic importance in extending the Stokes theorem to non-compact
manifolds. Note that, if p = 2, the p-Laplacian is nothing but the
Laplace-Beltrami operator.

2. ϕ (t) = t
√

1+t2
, corresponding to the mean curvature operator

Hu = div
⎛
⎜
⎝

∇u
√

1 + ∣∇u∣2
⎞
⎟
⎠
.

The name comes from the fact that the mean curvature of the graph
Γu (x) = (x,u (x)) ∶M →M×R with respect to the downward pointing
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unit normal N = (∇u,−1) /
√

1 + ∣∇u∣2 is given by −Hu/m. It is
also important to remark that, from the viewpoint of the structural
conditions satisfied by ϕ, the mean curvature operator (non-linear)
and the Laplace-Beltrami operator (linear) have the same behavior!

We have the following very general comparison result

Theorem 1.13. Keeping the above notation, assume that ϕ satisfies the
further structural condition

(iv) ϕ (t) is strictly increasing.

If u, v ∈W 1,p
loc (M) ∩C0 (M) satisfy

Lϕ (u) ≥ Lϕ (v) , on M,

then u − v ≡ const.

The further structural assumption required on ϕ can be considered as a
strict ellipticity condition and will be used to apply the following simple
but crucial

Lemma 1.14. Under the above assumptions on ϕ (t), the following holds.
Let (V, ⟨, ⟩) be an n-dimensional, real vector space endowed with the scalar
product ⟨ , ⟩ .Then, for every ξ, η ∈ V ,

h (ξ, η) ∶= ⟨∣ξ∣−1
ϕ (∣ξ∣) ξ − ∣η∣−1

ϕ (∣η∣)η, ξ − η⟩ ≥ 0,

with equality holding if and only if ξ = η.

Proof (of Lemma 1.14). Easy manipulations show that

h (ξ, η) = {ϕ (∣ξ∣) − ϕ (∣η∣)} {∣ξ∣ − ∣η∣}

+ {∣ξ∣−1
ϕ (∣ξ∣) + ∣η∣−1

ϕ (∣η∣)} {∣ξ∣ ∣η∣ − ⟨ξ, η⟩} .

The first summand is non-negative by the monotonicity of ϕ whereas the
second one is non-negative by the Cauchy-Schwartz inequality. Therefore
h (ξ, η) ≥ 0. In case the equality holds, then, from the first summand we
get ∣ξ∣ = ∣η∣ and the fact that ξ = η follows from the equality case in the
Cauchy-Schwartz inequality.

Proof (of Theorem 1.13). Fix any x0 ∈M , let A = u (x0) − v (x0) and
define ΩA to be the connected component of the open set

{x ∈M ∶ A − 1 < u (x) − v (x) < A + 1}
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which contains x0. By standard topological arguments, ΩA ≠ ∅ is a
(connected) open set. Let α ∶ R → R≥0 be the piecewise linear function
defined by

α (t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 t ≤ A − 1,
(t −A + 1) /2 A − 1 ≤ t ≤ A + 1,
1 t ≥ A + 1.

Since α ∈ Lip (R) then α (u − v) ∈ W 1,p
loc (M) and ∇α (u − v) =

α′ (u − v) (∇u −∇v). Consider the vector field

X = α (u − v) {∣∇u∣−1
ϕ (∣∇u∣)∇u − ∣∇v∣−1

ϕ (∣∇v∣)∇v} .

Computing its divergence we obtain

divX = α′ (u − v) ⟨∣∇u∣−1
ϕ (∣∇u∣)∇u − ∣∇v∣−1

ϕ (∣∇v∣)∇v,∇u −∇v⟩

+ α (u − v) (Lϕ (u) −Lϕ (v)) .

By assumption, the second term is ≥ 0. On the other hand, by Lemma
1.14,

h (∇u,∇v) (x) = ⟨∣∇u∣−1
ϕ (∣∇u∣)∇u − ∣∇v∣−1

ϕ (∣∇v∣)∇v,∇u −∇v⟩ ≥ 0,

equality holding at some point x ∈ M if and only if ∇u (x) − ∇v (x) = 0.
In conclusion, using also that α′ (u − v) ≥ 0 and applying the divergence
theorem we obtain

0 = ∫
M

divX ≥ ∫
M
α′ (u − v)h (∇u,∇v) ≥ 0,

proving that
α′ (u − v)h (∇u,∇v) = 0.

Since α′ (u − v) ≠ 0 on ΩA, we deduce

u − v ≡ A, on ΩA.

It follows that the open set ΩA is also closed. Since M is connected we
must conclude that ΩA =M and u − v = A on M .

When specified to the p-Laplace and to the mean-curvature operators,
the abstract comparison principle established in Theorem 1.13 has the
following interesting consequences.

Corollary 1.15. If M is closed and

∆pu ≥ ∆pv, on M

then u − v ≡ const. In particular, if ∆pu ≥ 0 then u is constant.
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Corollary 1.16. If the mean curvatures of the graphs Γu and Γv on the
closed manifold M satisfy

Hu ≥Hv

then Γu and Γv are parallel to each others. In particular, if Hu ≥ 0 then
Γu is a slice of M ×R.

Remark 1.17. It is worth to point out that the same conclusion,
for a closed domain M , can be also achieved using the well known
touching principle for graphs which, in turn, is based on a simple
linearization argument; see Appendix B.

1.5 From real-valued functions to manifold-
valued maps: divergence theorem and
systems of PDEs

1.5.1 Harmonic maps

In the mid ’60s, Eells and Sampson generalized the notion of a harmonic
function to the case of manifold-valued maps. This opened an entire new
world and gave a completely new way to study the topology of manifolds.
The concept of harmonic map requires the introduction of a suitable
Laplace operator. From now on, although it is not strictly necessary, we
shall assume that manifold-valued maps are smooth. This will simplify
the exposition.

Definition 1.18. Let u ∶ M → N be a smooth map. Its differential
du can be considered as a u−1TN -valued 1-form, i.e., a smooth section
of the bundle TM∗⊗u−1TN . Let D̄ denotes the connection induced
on this bundle by the Levi-Civita connection D of M . Then D̄du ∈
TM∗⊗TM∗⊗u−1TN is the generalized Hessian of u. Its trace is called
the Laplacian, or tension field, of the manifold-valued map u, and we write

∆u = trM D̄du ∈ u−1TN.

In local coordinates, using the index convention A,B,C = 1, ..., n = dimN
and i, j, k, ... = 1, ...,m = dimM , we have

(∆u)A = gij∂2
iju

A − gij MΓkij∂ku
A + NΓABCg

ij∂iu
B∂ju

C

which can be written in the compact form

(∆u)A = ∆uA + NΓA (∂u, ∂u) .

Say that u ∶M → N is a harmonic map, if ∆u = 0. In local coordinates, u
is harmonic if and only if it is a solution of the differential system

∆uA + NΓA (∂u, ∂u) = 0, ∀A = 1, ..., n.
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Example 1.19. If N = Rn and u = (u1, ..., un), then u ∶ M → Rn is

harmonic iff ∆uA = 0, for every A = 1, ..., n.

Example 1.20. If M = R, a harmonic map u ∶ R→ N is a geodesic of N .

Example 1.21. If u ∶ M → N is an isometric immersion, then D̄du is
the second fundamental form of u and ∆u = mH, where H is the mean
curvature vector field. In particular, a totally geodesic map is harmonic.
Furthermore, the immersion u is minimal if and only if u is harmonic.

The simple constancy result recalled in Theorem 1.8 can be readily
generalized to harmonic maps into Cartan-Hadamard manifolds. Recall
that

Definition 1.22. A Cartan-Hadamard manifold is a complete, simply
connected Riemannian manifold of non-positive sectional curvature.

Theorem 1.23. Let u ∶ M → N be a harmonic map. Suppose that M is
closed and that N is Cartan-Hadamard. Then u is constant.

We need to record the following important facts. The first is the
composition law of tension fields.

Lemma 1.24. Let u ∶M → N and α ∶ N → R. Then

Hess (α ○ u) = dα∣u (D̄du) + Hess (α)∣u (du, du)

and
∆ (α ○ u) = dα∣u (∆u) + trM Hess (α)∣u (du, du) .

In particular, if u is harmonic and α is a convex function, then α ○ u is
subharmonic.

The second result is the comparison principle for the Hessian of the
distance function by R. Greene and H.H. Wu, [14]. The name comes
from the fact that, in the original formulation, the Hessian of the distance
function from a point is compared with the Hessian of the distance function
from the pole in a corresponding model manifold; see Definition 1.38 below.

Lemma 1.25. Let (M,g) be a complete manifold of dimension m and let
r (x) = d (x, o) be the distance function from a fixed origin o ∈M . Assume
that the radial sectional curvature satisfies Secrad ≤ c with c ∈ R. Set

snc (t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1
√
c

sin (
√
ct) if c > 0,

t if c = 0,
1

√
−c

sinh (
√
−ct) if c < 0.

Then, the inequality

Hess (r) ≥ sn′c (r (x))
snc (r (x))

{g − dr ⊗ dr} , (1.4)
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holds on M/cut (o) in the sense of quadratic forms. Moreover, the equality
in (1.4) holds on some ball BR0 (o) ⊂ M/cut (o) if and only if BR0 (o) is
isometric to the ball BR0 (0) in the corresponding space-form of Mm (c)
of constant curvature c.

In case Secrad ≥ c, then an estimates of the type (1.4) holds with the
reverse inequalities.

Remark 1.26. Note that, in particular, if we set

inc (t) = ∫
t

0
snc (s)ds,

then the curvature inequality Secrad ≤ c implies

Hess (inc (r (x))) = sn′c (r (x))dr ⊗ dr + snc (r (x))Hess (r) ≥ sn′c (r (x)) g.
(1.5)

For instance, if (M,g) is Cartan-Hadamard, then c = 0, snc (t) = t,
sn′c (t) = 1, inc (t) = t2/2 and we get

Hess (r2) ≥ 2g, on M.

Combining these results we get

Corollary 1.27. Let u ∶ M → N be a harmonic map into the Cartan-
Hadamard manifold N and let ry0 = dN (⋅, y0) ∶ N → R. Then

∆ (r2
y0
○ u) ≥ 2m ∣du∣2 ≥ 0 on M ,

i.e. r2
y0
○ u ∶M → R is a subharmonic function.

Proof (of Theorem 1.8). Let y0 = u (x0) and consider w = r2
y0
○u. Since

w is subharmonic and M is closed, by Theorem 1.8 , w is constant. Since
w (x0) = 0 we conclude that w ≡ 0 i.e. u ≡ y0.

A standard geometric consequence is the following

Corollary 1.28. There are no closed minimal submanifolds immersed in
a Cartan-Hadamard space N .

Actually, as the proof shows, we only need that the image of u is confined
into a region supporting a convex function. Recall that

Definition 1.29. A geodesic ball BR (y0) ⊂ N is a regular ball if BR (y0)∩
cut (y0) = ∅ and, setting K = supBR(y0)

Sec, it holds
√
KR < π/2.

Clearly, BR (y0) is contractible and, by Hessian comparison, the distance
function r2

y0
(y) = d2

N (y, y0) is smooth and strictly convex on the regular
ball BR (y0). It follows that:



20 Stefano Pigola and Alberto G. Setti

Corollary 1.30. There are no closed minimal submanifolds immersed into
a regular ball of a complete manifold N .

We now introduce some topology on the target. First, some observations
are in order.

Remark 1.31. If N is Cartan-Hadamard then N is contractible and every
u ∶M → N is homotopic to a constant.

Remark 1.32. If N is not contractible, the conclusion of Theorem 1.23
in general fails to hold. Indeed, consider the flat torus Tn = Rn/Zn and
let id ∶ Tn → Tn be the identity map. Then id is a non-constant, totally
geodesic (hence harmonic) map. Clearly, id is not homotopic to a constant.

These observations suggest the following version of Theorem 1.23.

Theorem 1.33. Let u ∶ M → N be harmonic with M closed and N
complete satisfying SecN ≤ 0. If u is homotopic to a constant, then u
is constant.

Proof. Let x0 ∈M be fixed, and let y0 = u (x0). We show that u (x) = y0.
Let PM ∶ M ′ → M and PN ∶ N ′ → N be the Riemannian universal

coverings of M and N , respectively. In particular, M = M ′/π1 (M) and
N = N ′/π1 (N) where the fundamental groups acts freely and properly
as groups of isometric covering transformations. Choose PM (x′0) = x0

and PN (y′0) = u (x0). Now, we lift u to a map u′ ∶ M ′ → N ′ such that
u′ (x′0) = y′0.

(a) Since PM and PN are local isometries, u′ is harmonic.

(b) By definition, u′ is u# (π1)-equivariant in the sense that

u′ (γ ⋅ x′) = u# (γ) ⋅ u′ (x′) ,

where u# ∶ π1 (M) → π1 (N) denotes the induced homomorphism.

(c) Since u is homotopically trivial, it follows that u# ≡ 1 so that u′ is
constant on the orbits π1 (M) ⋅ x′

Thus, we can define a function w ∶M =M ′/π1 (M) → R by setting

w (x) = d2
N ′ (u′ (x′) , y′0) ,

where x
′

is any point in the fibre P −1
M (x). Since N has non-positive

curvature, N ′ is Cartan-Hadamard. It follows that w is subharmonic,
i.e., ∆w ≥ 0. Application of Theorem 1.8 yields w ≡ 0 proving that u′ ≡ y′0.
It follows that u ≡ y0, as claimed.
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1.5.2 p-harmonic maps

As in the case of functions, there is a natural “non-linear” version of the
Laplacian of a map which is called the p-Laplacian. As we shall see
in the next lectures, this operator is suitable to take into consideration
higher energies of maps and will become very important to develop Lp-
integration theories in the non-compact setting. As in the previous section,
we still assume that manifold-valued maps are smooth. This assumption,
especially for p ≠ 2, is far from being natural. The appropriate regularity
is C1,α.

Definition 1.34. Let u ∶ (M,g) → (N,h) be a smooth map and let
1 < p < +∞. The p-Laplacian, or p-tension field, of u is the vector field
along u defined by

∆pu = trM D̄ (∣du∣p−2
du) ,

where ∣du∣ is the Hilbert-Schmidt norm of du ∈ Hom (TM,u−1N). In local
coordinates

∣du∣2 = gijhAB∂iuA∂juB

and

(∆pu)A = div (∣du∣p−2∇uA) + ∣du∣p−2 NΓA (∂u, ∂u) .

The map u is said to be p-harmonic if

∆pu = 0,

i.e., in local coordinates, u satisfies the system of equations

div (∣du∣p−2∇uA) + ∣du∣p−2 NΓA (∂u, ∂u) = 0,

for A = 1, ..., n. In case u is only assumed to be C1, this must be interpreted
in the weak form

∫ ∣du∣p−2 {gijhAB∂iuA∂jηA − NΓA (∂u, ∂u)hABηB} = 0.

Remark 1.35. It is worth to point out that, even for a map u ∶M → Rn,
it is not true that u is p-harmonic if and only ∆pu

A = 0 for every

A = 1, ..., n. Indeed, the definition of each component (∆pu)A involves

the whole Jacobian of u in the form ∣Jac (u)∣p−2
. The p-harmonic system

for u reads

div (∣Jac (u)∣p−2∇uA) = 0.

We aim at obtaining a p-version of Theorems 1.23 and 1.33. We shall
prove
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Theorem 1.36. Let u ∶ M → N be a p-harmonic map homotopic to a
constant, p ≥ 2. Suppose that M is closed and that N is complete with
SecN ≤ 0. Then u is constant.

If we try to extend the proofs presented in the p = 2 case, apparently
the main obstruction is given by the following

Remark 1.37. For general values of p ≠ 2, if f ∶ N → R is convex and
u ∶M → N is p-harmonic we do not have that f ○u satisfies ∆p (f ○ u) ≥ 0.
A family of counterexamples that use rotationally symmetric manifolds
and maps was constructed by G. Veronelli in [53]. Before stating the main
theorem of [53], we need to recall the next

Definition 1.38. An m-dimensional model manifold with warping func-
tions σ is a manifold Mm

σ diffeomorphic to Rm and endowed with a
rotationally symmetric Riemannian metric. The model Mm

σ is realized
as the quotient space [0,+∞) × Sm−1/ ∼ where ∼ identifies {0} × Sm−1 with
the pole 0 of the space, and the Riemannian metric has the expression

g = dr ⊗ dr + σ (r)2
dθ2,

where dθ2 denotes the standard metric of Sm−1 and σ ∶ [0,+∞) → [0,+∞)
is a smooth function satisfying the following requirements:

(a) σ (t) > 0, ∀t > 0; (b) σ′ (0) = 1; (c) σ(2k) (0) = 0,

for every k ≥ 0.

Remark 1.39. Spaceforms Mm (−c) of constant curvature −c ≤ 0 are
included in the picture. Indeed:

(1) σ (r) = r corresponds to the Euclidean space Rm.

(2) σ (r) = (c)−1/2
sinh (c1/2r) corresponds to the hyperbolic space Hm−c

of constant curvature −c < 0.

Remark 1.40. Due to their explicit description and nice symmetries,
model manifolds are typically considered as test spaces. Indeed, note that:

(i) The r-coordinate represents the distance from the pole 0 of the model;

(ii) The Hessian of the distance function r is given by

Hess (r) = σ
′

σ
{⟨, ⟩ − dr ⊗ dr}

and, therefore, its Laplacian is

∆r = (m − 1) σ
′

σ
;
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(iii) The volume element is given by dvol = σm−1 (r)drdθ and, hence,

area (∂BR (0)) = cmσm−1 (r) ; vol (Br (0)) = cm ∫
r

0
σm−1 (t)dt,

where cm is the area of the (m − 1)-dimensional unit sphere.

(iv) The sectional curvature in the radial direction ∇r is

Secrad = −σ
′′

σ
.

Theorem 1.41. Let m ≥ 2 and m + 1 > p > max{m,2} . Consider the
(m + 1)-dimensional models Mm+1

σ and Nm+1
η where the warping functions

σ and η are defined by, for r > 1,

σ (r) = (r + a−
1
a−1 )

a
− a−

a
a−1 , η (r) = (r + b

1
b−1 )

b
− b

b
b−1 ,

with

a > 1

p −m
> 1

and

0 < b < 1.

Then, there exists a C2, rotationally symmetric p-harmonic map u (r, θ) =
(u (r) , θ) ∶ Mm+1

σ →Nm+1
η and a sequence rj → +∞ such that

∆p (f ○ u) (rj) < 0,

for every rotationally symmetric convex function f (r, θ) = (h (r) , θ) ∶
Nm+1
η → R satisfying f ′ (r) > 0 for every r > 0.

Problem 1.42. In the above example Nm+1
η has Secrad = −η′′/η > 0. On

the other hand, in applications the most interesting cases involve targets
with Sec ≤ 0. It is an open question whether the good composition property
fails even in these situations.

Proof (of Theorem 1.36). As in the “linear” case, we suppose first that
N is Cartan-Hadamard.

Fix x0 ∈M and let y0 = u (x0) ∈ N . Consider the “mixed” vector field

X = ∣du∣p−2
d (r2

y0
○ u)#

= d (r2
y0
) (u) ○ (∣du∣p−2

du)
#
.
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where ry0 = dN (⋅, y0) and (⋅)#
denotes the musical isomorphism defined

by ⟨ω#, Y ⟩ = ω (Y ). Then

divX = trMHess (r2
y0
) (∣du∣p−2

du, du) + d (r2
y0
) (u) (∆pu)

= trMHess (r2
y0
) (∣du∣p−2

du, du) .

Since r2
y0

is strictly convex, divX ≥ 0 the equality holding if and only if
du = 0, i.e., if and only if u is constant. To conclude, apply the divergence
theorem.

Now suppose that N is a general complete manifold with SecN ≤ 0 and
u is homotopic to a constant. Define the equivariant vector field

X ′ = d (r2
y′0
) (u′) ○ (∣du′∣p−2

du′)
#

where ry′0(y
′) = dN ′ (y′, y′0), u′ is the lift of u issuing from x′0 ∈ P −1

M (x0)
and y′0 = u′ (x′0). Then, X ′ gives rise to a well defined vector field Z on M
by

Zx =Xx′ ,

for any x′ ∈ P −1
M (x). Arguing as above we conclude that u′, hence u, are

constant.

Remark 1.43. The idea of using vector fields instead of a mere com-
position of functions goes back to a nice paper by S. Kawai, [24].

As an immediate consequence, we see that every map u ∶ M → Rk
satisfying the p-harmonic system ∆pu = 0, for some 1 < p < +∞, must
be constant. Actually, using the vector-structure of Rk we can mix the
proofs of Theorems 1.13 and 1.36 to obtain the following much stronger
conclusion. A proof, in the complete case, will be presented in Chapter 3,
Theorem 3.3.

Theorem 1.44. Let M be a closed manifold. If u, v ∶M → Rk are smooth
solutions of

∆pu = ∆pv, on M

then u − v ≡ const.

1.5.3 Concluding remarks

(A) In order to extend results from the linear to the non-linear setting
the idea is to pass from composition of maps to the construction
of suitable vector fields which are “modelled” on the composition.
Moreover, the difficulties due to the presence of a non-trivial topology
of the target are overcome by using equivariant theory and lifting
to covering spaces. Obviously, this requires some condition on the
homotopy class of the map.
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(B) Theorem 1.36 is a comparison result for homotopic harmonic maps,
one of which is the constant map. It is a classical result of P.
Hartman, [16], in case p = 2 , later extended to p ≠ 2 by S.W. Wei,
[56], that a nonconstant p-harmonic map u ∶ M → N from a closed
manifold M into a closed target N with SecN < 0 is unique in its free
homotopy class, unless it maps the domain manifold onto a closed
geodesic of N .

(C) From a completely different perspective, in Theorem 1.36 one can
avoid the topological assumption on the map up to imposing some
curvature restriction on the source manifold M. For instance, a
classical theorem by J. Eells and J.H. Sampson, [6], extended to
p ≠ 2 by S.W. Wei, [56], states that if M and N are closed manifolds
with SecN ≤ 0, RicM ≥ 0 and RicM > 0 at some point, then every
C1,α p-harmonic map u ∶M → N must be constant.



Chapter 2

Extending the divergence
theorem to non-compact
manifolds

From many viewpoints, we can think of parabolicity as a good and natural
substitute of compactness. This is true, e.g., with respect to maximum
principle properties of bounded functions and from the viewpoint of the
divergence theorem for Lq-vector fields. The first aspect will be put as a
definition of parabolicity and the second one will characterize parabolic
manifolds. In between, a number of results will serve as a link between
the two. In particular, some aspects concerning maximum principles on
domains in parabolic manifolds will be analyzed in detail.

2.1 Some potential theory for the p-
Laplacian

By its very definition, the p-Laplace operator and the corresponding
p-potential theory, take into considerations the p-energy of functions.
Indeed, it is canonically related to the p-energy functional

Ep (u) =
1

p
∫
M

∣∇u∣p dvol.

Recall from Chapter 1 that the p-Laplacian is the non-linear operator
defined by

∆pu = div (∣∇u∣p−2∇u) .

We set the following definitions that extend in the obvious way those given
for the Laplace-Beltrami operator.

26
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Definition 2.1. A function u ∈W 1,p
loc (M) ∩C0 (M) is said to be

(i) p-harmonic if ∆pu = 0,

(ii) p-subharmonic if ∆pu ≥ 0,

(iii) p-superharmonic if ∆pu ≤ 0,

the inequalities being intended in the sense of distributions.

There are several ways to introduce the notion of a parabolic manifold
for the p-Laplace operator. We choose to use the viewpoint of the Liouville-
type property stated in the next

Definition 2.2. A manifold M is said to be p-parabolic, 1 < p < +∞, if

every solution u ∈W 1,p
loc (M) ∩C0 (M) of the problem

{ ∆pu ≥ 0 on M,
supM u < +∞

must be constant. A manifold which is not p-parabolic will be called
p-hyperbolic.

Remark 2.3. Actually, since for every p-subharmonic function u the
functions uc = u + c and u+ = max{u,0} are again p-subharmonic, in
the above definition we can always assume that either 0 ≤ u ∈ L∞ (M) or
u ≤ 0, according to our purposes. Similarly, passing from u to v = −u yields
∆pv ≤ 0 with infM v > −∞. Therefore, M is p-parabolic if and only if every
positive p-superharmonic function must be constant.

Remark 2.4 (ϕ-Laplacian extensions). Note that, formally, one can
extend the above definition and the previous remark to the more general
setting of the ϕ-Laplacian, i.e., the nonlinear elliptic operator Lϕ in
divergence form introduced in Definition 1.11 of Chapter 1. If every
solution of Lϕ (u) ≥ 0 with supM u < +∞ is constant, then the underlying
manifold is called ϕ-parabolic. The terminology was introduced in [41].

We are going to introduce several equivalent definitions that will play
a role in the development of a global integration by parts theory. Before
doing that, we point out that from the geometric viewpoint, parabolicity
is reflected in the volume growth property of the manifold.

The following result, which extends classical theorems in the linear
setting p = 2, was obtained independently by M. Troyanov, [49], I.
Holopainen, [20], and M. Rigoli and A.G. Setti, [41]. The proof we shall
present has a PDE slant: it is taken from [41] and represents a very special
case of their general Lemma 1.1. It should be mentioned that, for p = 2, a
similar argument was independently used by Q. Chen; see Lemma 2.3 in
[4].
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Theorem 2.5. Let (M,g) be a geodesically complete. If

∫
+∞ dt

area (∂Bt (o))
1
p−1

= +∞, (2.1)

for some origin o ∈M , then M is p-parabolic.

Proof. Let u be a p-subharmonic function. Without loss of generality
we assume u ≤ 0. By contradiction, suppose that u is non-constant on the
ball BR0 (o) for some R0 > 1. Let 0 ≤ ρ ∈ Lipc (M) to be specified later.
Applying the divergence theorem to the vector field

X = euρ ∣∇u∣p−2∇u

we get

− ∫
M
ρeu ∣∇u∣p − ∫

M
eu ∣∇u∣p−2 ⟨∇u,∇ρ⟩ ≥ 0. (2.2)

Now, having fixed R > R0, and for every ε > 0, we choose ρ = ρR,ε as
follows

ρ (x) =
⎧⎪⎪⎨⎪⎪⎩

1 on BR (o)
R + ε − r (x)

ε
on BR+ε (o) /BR (o) ,

where we have set r (x) = d (x, o). Then, from (2.2) we deduce

ε−1 ∫
BR+ε(o)/BR(o)

eu ∣∇u∣p−2 ⟨∇u,∇r⟩ ≥ ∫
BR(o)

eu ∣∇u∣p .

Using the co-area formula and letting ε → 0+ in the LHS gives, for a.e.
R > R0,

∫
∂BR(o)

eu ∣∇u∣p−2 ⟨∇u,∇r⟩ ≥ ∫
BR(o)

eu ∣∇u∣p . (2.3)

Next note that, by the Cauchy-Schwarz and Hölder inequalities, and using
that u ≤ 0, we have

∫
∂BR(o)

eu ∣∇u∣p−2 ⟨∇u,∇r⟩ ≤ ∫
∂BR(o)

eu ∣∇u∣p−1

≤ (∫
∂BR(o)

eu)
1
p

(∫
∂BR(o)

eu ∣∇u∣p)
p−1
p

≤ area (∂BR (o))
1
p (∫

∂BR(o)
eu ∣∇u∣p)

p−1
p

.

Inserting into (2.3) we obtain

∫
BR(o)

eu ∣∇u∣p ≤ area (∂BR (o))
1
p (∫

∂BR(o)
eu ∣∇u∣p)

p−1
p

,
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which, in terms of the function

h (R) = ∫
BR(o)

eu ∣∇u∣p ,

reads
h′ (R)
h (R)

p
p−1

≥ 1

area (∂BR (o))
1
p−1

.

We integrate this latter on [R0,R] and let R → +∞ to conclude

(1 − 1

p
) 1

h (R0)
≥ ∫

+∞

R0

1

area (∂BR (o))
1
p−1

= +∞,

proving that

∫
BR0

(o)
eu ∣∇u∣p = 0.

Therefore, u is constant on BR0 (o). This contradicts our initial
assumption.

Remark 2.6 (ϕ-Laplacian extension). The same proof works without
changes if we replace the p-Laplace operator with the ϕ-Laplacian Lϕ.
In this case, p is just the structural constant associated to ϕ, so that
ϕ (t) ≤ Atp−1. Accordingly, if the volume growth condition (2.1) is satisfied,
then every subsolution Lϕ (u) ≥ 0 with supM u < +∞ must be constant ,i.e.,
M is ϕ-parabolic. This is the original formulation in [41].

Remark 2.7 (Parabolicity of models). On a model manifold Mm
σ the

volume growth condition (2.1) reads

∫
+∞ dr

σm−1 (r)
= +∞. (2.4)

It is easy to verify that this condition is in fact necessary and sufficient
for the model to be parabolic. Indeed, if (2.4) does not hold, let
G(x) = ∫

+∞

r(x) σ
1−m (t)dt. Then, ∆G(x) = 0 on Mm

σ ∖ {o} and u(x) =
min{1, γ(x)} is a nonconstant, positive superharmonic function on Mm

σ ,
which is therefore nonparabolic. Indeed, it is readily verified that G(x)
is (proportional to) the Green’s function with pole at o. On the other

hand, if (2.4) holds, and we let γ (x) = ∫
r(x)

1 σ1−m (t)dt then ∆γ = 0
on MM

σ ∖ {o} and γ(x) → +∞ as x → ∞, and the parabolicity of Mm
σ

follows from the next very general result which usually goes under the name
of Kha’sminski criterion. Versions of this result for non-linear operators
appear in [37], and in the very recent [32]. The proof presented here is
new.
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Theorem 2.8. Let q (x) ≥ 0 be a continuous function. Assume that there
exists a function γ > 0 s.t. γ → +∞ and ∆γ ≤ q (x)γ on M/K, for some
compact set K ⊂M. If 0 ≤ u ∈ L∞ (M) solves ∆u ≥ q (x)u then u ≡ const.

Proof. By contradiction assume that u is non-constant. In particular,
u∗ = supM u > 0. Since ∆u ≥ 0, by the maximum principle u∗ is not
attained. Therefore, for any ε > 0 small enough Ωε = {u − u∗ + ε > 0} ≠ ∅
is unbounded and K ⊂M/Ωε. Also, ε > 0 can be chosen in such way that
−u∗ + ε < 0. Let uε = u−u∗ + ε and note that ∆uε = ∆u ≥ q (x)u ≥ q (x)uε.
Define

w = uε
γ

≥ 0, on Ωε.

Clearly, w = 0 on ∂Ωε and w (x) → 0 as x→∞. Since

div (γ2∇w) = γuε (
∆uε
uε

− ∆γ

γ
) ≥ 0 on Ωε,

by the strong maximum principle, w ≡ const on every connected component
of Ωε. In particular, u ≥ uε = cγ for some constant c > 0, on an unbounded
connected component of Ωε. But this is impossible since u is bounded.

2.1.1 Parabolicity & maximum principles

It is a well known consequence of the strong maximum principle, [22],
that a p-superharmonic function u ∈ C0 (Ω) ∩ W 1,p (Ω) on a bounded
domain Ω ⊂ M attains its absolute minimum at some boundary point
and, therefore,

inf
Ω
u = min

∂Ω
u.

This is, in general, no longer true if Ω is unbounded and new phenomena,
depending on global properties of the manifold, appear. For instance,
consider the Euclidean space Rm realized as the rotationally symmetric
manifold

Rm = ([0,+∞) × Sm−1, ⟨, ⟩ = dr ⊗ dr + r2 (, )Sm−1) .

Fix 1 < p <m and consider the radial (p-Green) function G ∶ Rm/ {0} → R
defined by

G (x) = C∫
+∞

r(x)

dt

t
m−1
p−1

,

where C > 0 is chosen in such a way that G (x) = 1 on ∂B1 (0). Let Ω =
Rm/B1 (0). Then, G is p-harmonic in Ω, it is positive (hence bounded
from below) but

min
∂Ω

G = 1 > 0 = inf
Ω
G.



Chapter 2. Extending the divergence theorem to non-compact manifolds 31

Note that, since area (∂Br (0))−
1
p−1 ≈ r−

m−1
p−1 ∈ L1 (+∞), by Theorem 2.5

the manifold Rm is p-hyperbolic. This is in accordance with the following
maximum principle characterization of p-parabolicity. The case p = 2 goes
back to L.V. Ahlfors, whereas the general case p ≠ 2 (together with the
fact that exterior domains suffice) can be found in [34].

Theorem 2.9. The Riemannian manifold M is p-parabolic if and only if
either of the following equivalent properties hold:

(a) For every smooth open set Ω ⊂ M with ∂Ω ≠ ∅ and for every u ∈
C0 (Ω) ∩W 1,.p

loc (Ω) which is bounded from above and p-subharmonic
in Ω, it holds

sup
Ω
u = sup

∂Ω
u.

(b) There exists a smooth open set D ⊂⊂ M such that for every u ∈
C0 (M/D) ∩W 1,p

loc (M/D) which is bounded from above and it is p-

subharmonic in M/D, it holds

sup
M/D

u = max
∂D

u.

Proof. First, we show that properties (a) and (b) are equivalent. The
implication (a)⇒(b) is trivial. Assume that (b) holds and suppose by
contradiction that there exist a smooth open set Ω and a function u as in
(a) for which sup∂Ω u < supΩ u. From the standard comparison principle, it
follows that Ω must be unbounded. Now, choose 0 < ε < supΩ u − sup∂Ω u
sufficiently close to supΩ u − sup∂Ω u so that D ∩ {u > sup∂Ω u + ε} = ∅.
This is possible according to the strong maximum principle, because D is
compact. Define ũ ∈ C (M) ∩W 1,p

loc (M) by setting

ũ(x) = max{sup
∂Ω

u + ε, u(x)}

and note that ∆pũ ≥ 0 on M . According to property (b),

max
∂D

ũ = sup
M/D

ũ.

However, since D ∩ {u > sup∂Ω u + ε} = ∅,

max
∂D

ũ = sup
∂Ω

u + ε < sup
Ω
u,

while
sup
M/D

ũ = sup
Ω
u.

The contradiction completes the proof of the implication (b)⇒(a).
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Now we prove that condition (a) is equivalent to the p-parabolicity
of the manifold. Assume that M is p-hyperbolic, hence, there exists
u ∈ C(M) ∩W 1,p

loc (M) which is non-constant, bounded above and satisfies
∆pu ≥ 0 weakly on M . Given γ < supu, then any connected component Ω
of the set Ωγ = {u > γ} is open, and u is continuous and bounded above in
Ω, satisfies ∆pu ≥ 0 weakly in Ω and max∂Ω u < supΩ u. This proves that
(a) is not satisfied.

Conversely, if (a) does not hold, then there exist a smooth open set Ω
and a function ψ ∈ C (Ω) ∩W 1,p

loc (Ω) satisfying ∆pψ ≥ 0 and supΩ ψ >
max∂Ω ψ + 2ε, for some ε > 0, then

ψε = { max{ψ,max∂Ω ψ + ε} in Ω,
max∂Ω ψ + ε in M/Ω,

is a non-constant, bounded above, weak solution of ∆pψε ≥ 0 on M . This
proves that M is p-hyperbolic.

Remark 2.10 (geometric implications). We mention in passing that the
Ahlfors maximum principle can be used e.g. to extend standard conclusions
on minimal surfaces that rely on maximum principle considerations, from
compact domains to unbounded subsets. By way of example, let f ∶ Ω ⊂
M → Rm be a bounded minimal hypersurface with ∂Ω ≠ ∅ and M parabolic.
Then, f (Ω) ⊆ conv (f (∂Ω)). Indeed, let L (x) = ∑ajxj be a supporting
hyperplane for f (∂Ω). Then L (f) ≤ 0 on ∂Ω. Since ∆L (f) = 0 and L (f)
is bounded it follows from Ahlfors that L (f) ≤ 0 on Ω.

Remark 2.11 (ϕ-Laplacian extensions). Inspection of the proof that p-
parabolicity is equivalent to the validity of the Ahlfors maximum principle
shows that only two properties of the p-Laplacian are used: (A) the p-
Laplacian is not affected by adding a constant to the argument; (B) the
maximum of p-subsolution is a p-subsolution. These two properties are
shared by the ϕ-Laplacian; see Appendix C. The first one is obvious whereas
the second one is a consequence of the fact that Lϕ is weakly elliptic and
in divergent form. In conclusion, we have the following characterization
that, apparently, was never observed before.

Theorem 2.12. A manifold (M,g) is ϕ-parabolic if and only if the Ahlfors
maximum principle holds on M .

This result has geometric implications on minimal graphs. For instance,
let us point out the following

Corollary 2.13. Let (M,g) be complete with vol (Br) ≤ r2 log r. Let
Γu ∶ Ω ⊂M →M ×R≥0 be a bounded minimal graph. If Γu (∂Ω) ⊂M × {0}
then Γu ⊂M × {0}.

Proof. Indeed M is ϕ-parabolic by Remark 2.6. Moreover, u ≥ 0 is a
bounded ϕ-harmonic function on Ω with u = 0 on ∂Ω. Therefore, u ≡ 0.



Chapter 2. Extending the divergence theorem to non-compact manifolds 33

2.1.2 Parabolicity & capacity

One of the most used characterizations of parabolicity involves the notion
of capacity of condensers. This characterization has the great advantage
that can be easily transplanted to more general metric spaces and gives
immediate information on the robustness of the concept.

Definition 2.14. A condenser is any couple (K,Ω) where K is a compact
set contained in the open set Ω of M . The p-capacity of the condenser
(K,Ω) is defined by

capp (K,Ω) = inf {∫
M

∣∇u∣p ∶ u ∈ W (K,Ω)} ,

where W (K,Ω) denotes the set of all u ∈ Lipc (Ω) satisfying u ≥ 1 on K.
In case Ω =M we speak of the absolute p-capacity of K and simply write
capp (K) .

Remark 2.15. From the definition it is clear that Ω z→ capp (K,Ω) is
a decreasing function whereas K z→ capp (K,Ω) is increasing. These
monotonicity properties are used, for instance, to extend Definition 2.14
when either K is replaced by a relatively compact open set A or Ω is
replaced by its closure Ω. One simply defines

capp (A,Ω) = sup
K⊂A cpt

capp (K,Ω)

and
capp (K,Ω) = inf

Ω⊂Ω1 open
capp (K,Ω1) .

From the first monotonicity property it also follows that

capp (K) = lim
Ω↗M

capp (K,Ω) . (2.5)

Using the direct method in the calculus of variations together with P.
Tolksdorff regularity theory for p-harmonic functions, [48], it is not difficult
to deduce the validity of the next

Proposition 2.16. Let Ω1 ⊂⊂ Ω2 ⊂⊂ M be precompact domains with
sufficiently smooth boundaries. Then, there exists a unique function
u ∈ C0 (Ω2) ∩ C1,α (Ω2), which is called the p-equilibrium potential of

(Ω1,Ω2) , such that

capp (Ω1,Ω2) = ∫
M

∣∇u∣p .

Furthermore, 0 ≤ u ≤ 1 solves the boundary value problem

⎧⎪⎪⎪⎨⎪⎪⎪⎩

∆pu = 0 on Ω2

u = 1 on ∂Ω1

u = 0 on ∂Ω2.
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In some sense, compact sets of zero p-capacity are invisible from the
viewpoint of p-harmonic functions. For instance, if the singularities of a
bounded p-harmonic function are confined in a certain compact region with
vanishing capacity, then the original function extends p-harmonically even
in these points; see e.g. [22]. In a p-parabolic manifold, all compact sets
are negligible. The following result was originally proved by I. Holopainen,
[18], using his non-linear Green function. We shall provide an alternative
and very direct proof which is taken from [34].

Theorem 2.17. A necessary and sufficient condition for M to be p-
parabolic is that, for every compact set K ⊂M , capp (K) = 0.

Proof. Assume that, for every compact set K, capp(K) = 0. By
contradiction, suppose that there exists a positive, p-superharmonic
function u. By translating and scaling, we may assume that

(a) sup
M

u > 1, (b) inf
M
u = 0. (2.6)

Note that, by the strong maximum principle ([22] Theorem 7.12) u is
strictly positive on M . Next let D be a relatively compact domain with
smooth boundary contained in the superlevel set {u > 1} and let Di be
an exhaustion of M consisting of relatively compact domains with smooth
boundary such that D ⊂⊂ D1, and for every i let hi be the solution of the
the Dirichlet problem

⎧⎪⎪⎪⎨⎪⎪⎪⎩

∆phi = 0, on Di ∖D,
hi = 1, on ∂D,
hi = 0, on ∂Di.

By Tolksdorf regularity theory, [48], hi ∈ C1,α
loc (Di ∖D). Furthermore,

since D and Di have smooth boundaries, applying Theorem 6.27 in [22]
with θ any smooth extension of the piecewise function

θ0 = { 1, on ∂D,
0, on ∂Di,

we deduce that hi is continuous on Di ∖ D. By the strong maximum
principle, we have 0 < hi < 1 in Di ∖D and using the comparison principle,
[22, Lemma 3.18], we see that {hi} is an increasing sequence. Hence, by
Dini’s theorem, {hi} converges locally uniformly on M ∖D a function h
which is continuous on M ∖D, p-harmonic on M ∖D and satisfies 0 < h ≤ 1
on M ∖ D and h = 1 on ∂D. Again, h ∈ C0 (M ∖D) ∩ C1,α

loc (M ∖ D̄).
Moreover, note that hi is the p-equilibrium potential of the condenser
(D,Di), therefore

capp (D,Di) = ∫ ∣∇hi∣p = inf ∫ ∣∇ϕ∣p ,
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where the infimum is taken with respect to ϕ ∈ Lipc (Di) such that ϕ = 1 on
∂D. Think of each hi extended to be zero off Di. Therefore {∫M∖D ∣∇hi∣p}
is decreasing and the sequence {hi} ⊂ W 1,p (Ω) is bounded on every
compact domain Ω of M ∖ D. By the weak compactness theorem, see,
e.g., Theorem 1.32 in [22], h ∈W 1,p (Ω), and ∇hi → ∇h weakly in Lp (Ω).
In particular,

∫
Ω
∣∇h∣p ≤ lim inf

i→+∞
∫
Di∖D

∣∇hi∣p .

On the other hand, according to (2.5), limi→+∞ capp(D,Di) = capp(D) = 0.

Thus, letting Ω↗M ∖D we conclude that

∫
M∖D

∣∇h∣p = 0,

so that h is constant, and since h = 1 on ∂D, h ≡ 1. Finally, since u is
p-superharmonic and u ≥ hi on ∂D ∪ ∂Di, by the comparison principle,
u ≥ hi on Di ∖D, and letting i → ∞ we conclude that u ≥ 1 on M . This
contradicts (2.6).

Suppose now the M is p-parabolic in the PDEs sense of Definition
2.5. Given a relatively compact domain D, let hi and h be the functions
constructed above, and extend h to be 1 inD, so that h is continuous onM ,
bounded, and satisfies ∆ph ≤ 0 weakly on M . Thus p-parabolicity implies
that h is identically equal to 1. On the other hand, since the functions
hi belong to W 1,p

0 (M), Lemma 1.33 in [22] shows that ∇hi converges
to ∇h weakly in Lp(M). By Mazur’s Lemma (see Lemma 1.29 in [22])
there exists a sequence vk of convex combinations of the hi’s such that
∇vk converges to ∇h strongly in Lp. Thus vk is continuous, compactly
supported, identically equal to 1 on D (because so are all the hi’s) and

∫M ∣∇vk ∣p → ∫ ∣∇h∣p = 0, showing that capp(D) = 0, and M is p-parabolic.

A nice feature of this characterization of parabolicity is the existence of
special test functions. They resemble the usual radial cut-off functions for
an increasing sequence of nested balls in a geodesically complete manifold;
see Section 2.1.3 for a more precise discussion.

Corollary 2.18. Suppose that M is p-parabolic. Then, having fixed a
smooth domain Ω ⊂⊂ M , there exists an increasing sequence {ϕn} ⊂
Lipc (M) of functions satisfying the following requirements:

(a) 0 ≤ ϕn ≤ 1;

(b) ϕn = 1, on Ω;

(c) lim
n→+∞

∫
M

∣∇ϕn∣p = 0;

(d) limn→+∞ ϕn (x) = 1.
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Proof. The construction of these test functions can be extrapolated
from the above proof. Let us point out the main step for the sake of
completeness. Choose a smooth, compact exhaustion {Ωn} of M with
Ω0 = Ω and, for each n, define ϕn as the p-equilibrium potential of the
condenser (Ω0,Ωn) and extend it on all of M as ϕn = 0 on M/Ωn. By
p-parabolicity and by the monotonicity properties of the p-capacity we
conclude

∫
M

∣∇ϕn∣p = capp (Ω0,Ωn) → capp (Ω0) = 0, as n→ +∞.

The fact that ϕn ≤ ϕn+1 follows from the standard comparison principle.
Finally, property (d) is a direct consequence of Theorem 2.9. Indeed, being
the equilibrium potential of (Ω,Ωn), each function 0 ≤ ϕn ≤ 1 solves the
corresponding problem

⎧⎪⎪⎪⎨⎪⎪⎪⎩

∆pϕn = 0 on Ωn,
ϕn = 1 on ∂Ω,
ϕn = 0 on ∂Ωn.

By the Harnack principle, [22], the increasing sequence {ϕn} converges
to a function ϕ ∈ C0 (M) ∩W 1,p

loc (M) which is p-harmonic on M ∖Ω and
satisfies 0 ≤ ϕ ≤ 1 and ϕ∣∂Ω = 1. Applying the Ahlfors maximum principle
we deduce

inf
M/Ω

ϕ = 1 = min
∂Ω

ϕ,

proving that ϕ ≡ 1, as claimed. Finally, the fact that ϕi is Lipc follows
from the construction and Theorem 1 in [30].

2.1.3 Global divergence theorems for Lq
(q > 1)-vector

fields: the Kelvin-Nevanlinna-Royden criterion

From the viewpoint of a vector field X ∈ L
p
p−1 (M) a p-parabolic manifold

M has a negligible boundary at infinity and a global version of the
divergence theorem holds. Actually, it happens that the validity of the
divergence theorem for every chosen vector L

p
p−1 vector field completely

characterizes the p-parabolicity of the underlying manifold. This is the
content of the following important result which goes under the name
of Kelvin-Nevanlinna-Royden criterion. In the linear setting p = 2 it
was observed by T. Lyons and D. Sullivan, [31]. The non-linear version
reported here is a contribution of V. Gol’dshtein and M. Troyanov, [9].

Theorem 2.19. The Riemannian manifold M is p-parabolic if and only
if the following divergence theorem holds. Let X be a vector field satisfying
∣X ∣ ∈ L

p
p−1 , divX ∈ L1

loc (M) and divX has an integral, i.e., either
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(divX)− ∈ L1 (M) or (divX)+ ∈ L1 (M). Then,

∫
M

divX = 0.

Proof. Suppose that M is p-parabolic. Without loss of generality, we
assume that (divX)+ ∈ L1 (M). Let {ϕn} be the sequence of test functions
constructed in Corollary 2.18. Since ϕnX is compactly supported, the
ordinary (weak) divergence theorem gives

0 = ∫
M

div (ϕnX) = ∫
M

⟨∇ϕn,X⟩ + ∫
M
ϕn divX.

Note that

∣∫
M

⟨∇ϕn,X⟩∣ ≤ (∫
M

∣∇ϕn∣p)
1
p

(∫
M

∣X ∣
p
p−1 )

p−1
p

→ 0,

as n→ +∞. On the other hand, decompose

∫
M
ϕn divX = ∫

M
ϕn (divX)+ − ∫

M
ϕn (divX)− ,

so that

∫
M
ϕn (divX)− = ∫

M
⟨∇ϕn,X⟩ + ∫

M
ϕn (divX)+ .

Using property (d) in Corollary 2.18 and the monotone convergence
theorem, and recalling that (divX)+ ∈ L1, we deduce that

∫
M

(divX)− = ∫
M

(divX)+ < +∞

hence (divX)− ∈ L1 (M) and

∫
M

divX = 0.

This completes the first part of the proof. The second half of the statement
follows from a general result by M. Troyanov, [50], concerning the Poisson
equation

∆pu = h. (2.7)

If M is p-hyperbolic then, having fixed 0 ≤ h ∈ C∞
c (M), h /≡ 0, there

exists a solution u ∈ C1,α
loc (M) of (2.7). Therefore, by defining X =

∣∇u∣p−2∇u ∈ Lp/(p−1) we obtain a vector field that violates the global
divergence theorem.

As in the compact setting, closely related to the global integration
by parts we have integral inequalities that can be obtained from the
distributional condition divX ≥ f , with f a locally integrable function.
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Proposition 2.20. Let (M, ⟨ , ⟩) be a p-parabolic Riemannian manifold,

p > 1. Let X be a vector field satisfying ∣X ∣ ∈ L
p
p−1 (M) and

divX ≥ f

in the sense of distributions, for some f ∈ L1
loc(M) such that f− ∈ L1(M).

Then f ∈ L1(M) and

∫
M
f ≤ 0.

In particulare, if 0 ≤ f ∈ L1
loc (M), then

f ≡ 0.

Moreover, if divX ≥ 0 in the distributional sense then, for any 0 ≤ α ∈
W 1,p (M) ∩L∞ (M), it holds

∫
M

⟨X,∇α⟩ ≤ 0.

Proof. Let {Ωj}∞j=0 be an increasing sequence of precompact open sets
with smooth boundaries such that Ωj ↗ M and let ϕj be the cut-off
functions constructed in Corollary 2.18 with Ω = Ω0. Then,

∫
M
ϕjf+ ≤ (divX,ϕj) + ∫

M
ϕjf− (2.8)

= −∫
M

⟨X,∇ϕj⟩ + ∫
M
ϕjf−

≤ (∫
M

∣X ∣
p
p−1 )

p−1
p

(∫
M

∣∇ϕj ∣p)
1
p

+ ∫
M
ϕjf−.

The first conclusion follows by letting j → +∞ and using the monotone
convergence theorem in the on the left hand side and the dominated
convergence theorem in the integrals on the right hand side. As for the
second part of the statement, apply the above reasoning with the test
functions η = ϕjα ∈W 1,p

0 (M) ∩L∞ (M) and let j → +∞.

Remark 2.21. Note that both the previous conclusions can be considered
as a consequence of the formal application of the global divergence theorem
and the formal identity div (αX) = αdivX + ⟨X,∇α⟩. Therefore, in the
applications, we shall always use this more suggestive viewpoint.

2.2 A notion of ∞-parabolicity

In their paper, [9], Gold’schtein-Troyanov proposed a way to include
p = +∞ in the above picture of p-parabolicity. We are grateful to
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Marc Troyanov for having explained to us his viewpoint on the subject.
Formally, let us express the p-harmonicity condition in the form

0 = ∆pu = (p − 2) ∣∇u∣p−2 { 1

∣∇u∣2
Hess (u) (∇u,∇u) + 1

p − 2
∆u}

and letting p→ +∞ we get

Hess (u) (∇u,∇u) = 0.

Thus, one is led to think of this equation as a limit case of the p-harmonicity
condition and put the following

Definition 2.22. The operator ∆∞u = Hess (u) (∇u,∇u) is called the
∞-Laplacian. We say that u is ∞-harmonic (∞-subharmonic or ∞-
superharmonic) if ∆∞u = 0 (respectively, ≥ 0 or ≤ 0).

Example 2.23. Every function u ∶ M → R satisfying ∣∇u∣ ≡ const. is
∞-harmonic. In particular, if (M,g) is geodesically complete, there is a
natural ∞-harmonic function of special interest: it is the distance function
r (x) = d (x, o) from a fixed reference origin. The fact that ∣∇r∣ = 1 is one
of the equivalent formulations of the Gauss lemma.

It is not clear whether or not it is possible to use the PDE viewpoint
involving the ∞-Laplacian to formalize a useful notion of parabolicity.
Existence and regularity theory for the ∞-Laplacian is a theory under
construction (e.g. by M. Crandall, L.C. Evans and collaborators). Anyway,
in a similar spirit, suppose to consider the p-energy functionals on Lipc (M)
and observe that

{∫
M

∣∇ϕ∣p}
1/p

→ sup
M

∣∇ϕ∣ , as p→ +∞. (2.9)

This suggests to introduce a notion of absolute ∞-capacity as a “limit-
case” situation of the ordinary p-capacity:

Definition 2.24. Given a compact set K ⊂M , let

cap∞ (K) = inf ∥∇ϕ∥∞

the infimum is taken with respect to all ϕ ∈ Lipc (M) satisfying ϕ ≥ 1 on
K.

This leads naturally to formalizing a corresponding notion of
parabolicity

Definition 2.25. We say that the Riemannian manifold (M,g) is
∞-parabolic if, for every compact set K ⊂M , cap∞ (K) = 0.
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Recall that a nice feature of the capacitary characterization of p-
parabolicity is the existence of special cut-off functions that, in turn, enable
one to extend the divergence theorem to the non-compact realm. Similarly,
we have the next

Corollary 2.26. Let M be an ∞-parabolic manifold. Having fixed a
compact set K, there exists a sequence of functions ϕn ∈ Lipc (M) such
that

(a) ϕn ≥ 0; (b) ϕn = 1, on K; (c) ∥∇ϕn∥∞ → 0, as n→ +∞.

Proof. The existence of a sequence of cut-off functions fn satisfying (b)
and (c) follows immediately from the condition cap∞ (K) = 0. Now, take
ϕn = max (fn,0) and note that ∣∇ϕn∣ ≤ ∣∇fn∣.

Remark 2.27. One may wonder if the fact that M is p-parabolic for every
p >> 1 implies that it is ∞-parabolic. This would be nice because it would
support the intuition that ∞-parabolicity is a limit case of p-parabolicity.
However it turns out that the implication does not hold. Indeed, if M is
a compact manifold, then it is p-parabolic for every p, and therefore so is
M ∖{point}. However the latter manifold is not geodesically complete and,
by Theorem 2.29 below, not ∞-parabolic. Note that the reverse implication
is also false, because there exist geodesically complete (hence ∞-parabolic,
see Theorem 2.28) model manifolds which are not p-parabolic for every
p >> 1. Simply take M = Mm

σ with σ (r) = er when r >> 1.

The class of ∞-parabolic manifolds is large enough to contain every
geodesically complete manifold.

Theorem 2.28. If (M,g) is geodesically complete then it is ∞-parabolic.

Proof. Fix a compact set K ⊂M . Then K is contained in a geodesic ball
BR0 (o) . Since cap∞ (K) increases with K, we have

cap∞ (K) ≤ cap∞ (BR0 (o)) ,

and it suffices to show that the RHS vanishes. For n > R0, let ϕn ∶
[0,+∞) → R be the piecewise linear function given by

ϕn (t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1, t ∈ [0,R0],

1 − t −R0

n −R0
, t ∈ [R0, n],

0, t ∈ [n,+∞).
(2.10)

Define the corresponding radial function

ϕn (x) = ϕn (r (x)) ∈ Lipc (M) .
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Then

(a) ϕn = 1 on BR0
(o), (b) ϕn = 0 off Bn (o) , (c) ∥∇ϕn∥∞ ≤ 1/ (n −R0) .

Therefore

cap∞ (BR0 (o)) ≤ 1

n −R0
→ 0, as n→ +∞.

We are going to show that the opposite implication holds, namely,
geodesic completeness and ∞-parabolicity are equivalent concepts. Later
on, we shall show how one can deduce non-extendibility of ∞-parabolic
manifolds using a Liouville theorem due to Yau. Although this is a weaker
conclusion, we feel that the arguments are instructive.

Theorem 2.29. Let (M,g) be an ∞-parabolic manifold. Then (M,g) is
geodesically complete.

Proof. Fix o ∈ M and let r (x) = d (x, o). According to the Hopf-Rinow
theorem, it suffices to show that r (x) → +∞ as x → ∞. This means
that, having fixed T > 0 arbitrarily large, there exists a compact set
KT ⊂ M such that r (x) > T on M/KT . To this end, let K be any
compact neighbourhood of o. By the assumed ∞-parabolicity of M , for
every T there exists a function ϕ̃T ∈ Lipc (M) such that ϕ̃T = 1 on K and
∥∇ϕ̃T ∥∞ ≤ 1

2(T+1)
. By using a Gaffney approximation procedure, [7, 15],

based on local mollifiers, we produce a smooth, compactly supported
function ϕT which is 1 at o and whose Lip-constant satisfies

Lip(ϕT ) ≤ Lip(ϕ̃T ) +
1

2(T + 1)
≤ 1

(T + 1)
.

Now letKT =supp(ϕT ). Then, for every q ∈M/KT , and for every piecewise
smooth path γ ∶ [0,1] →M from γ (0) = o to γ (1) = q we have

1 = ∣ϕT (o) − ϕT (q)∣ = ∣∫
1

0

d

dt
ϕT (γ (t))dt∣ ≤ ∫

1

0
∥∇ϕT ∥∞ ∣γ̇ (t)∣dt ≤

1

T + 1
` (γ) .

Since γ was arbitrary, we conclude

1 ≤ 1

T + 1
r (q) .

2.2.1 Liouville & spectral consequences of ∞-
parabolicity

A classical consequence of the existence of the cut-off functions constructed
in Corollary 2.26 is the following Liouville type result by S.T. Yau.
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Theorem 2.30. Let (M,g) be ∞-parabolic. If u is a p-subharmonic
function satisfying u ∈ Lq (M), for some 0 < p − 1 < q < +∞, then either
u < 0 on M or u must be constant. In particular, every p-harmonic
function u ∈ Lq (M) , for some 0 < p − 1 < q < +∞, must be constant.

Remark 2.31 (ϕ-Laplacian extension). The same conclusions in
Theorem 2.30 hold if we replace p-subharmonicity with Lϕ (u) ≥ 0 and
p-harmonicity with Lϕ (u) = 0, where Lϕ is the ϕ-Laplacian introduced
in Definition 1.11 of Chapter 1. In this case, p is the structural
constant attached to the function ϕ so that ϕ (t) ≤ Atp−1. Furthermore,
the vector field X in the proof below has to be replaced by Z =
ηpuq−p+1

δ ∣∇uδ ∣−1
ϕ (∣∇uδ ∣)∇uδ.

Proof. The idea of the proof is simply to obtain a Caccioppoli-type
inequality for the function u+ (x) = max{u (x) ,0} ∈ Lq (M) . Let δ > 0
be fixed and define vδ = u+ + δ. First of all, since u is p-subharmonic then
the same holds for vδ. Thus, applying the divergence theorem to the vector
field

X = ηpvq−p+1
δ ∣∇vδ ∣p−2∇vδ,

where 0 ≤ η ∈ Lipc (M) is a cut-off function to be specified later, we obtain

0 = ∫
M

divX

= (q − p + 1)∫
M
vq−pδ ηp ∣∇vδ ∣p

+ p∫
M
vq−p+1
δ ηp−1 ∣∇vδ ∣p−2 ⟨∇η,∇vδ⟩

+ ∫
M
ηpvq−p+1

δ ∆pvδ

≥ (q − p + 1)∫
M
vq−pδ ηp ∣∇vδ ∣p + p∫

M
vq−p+1
δ ηp−1 ∣∇vδ ∣p−2 ⟨∇η,∇vδ⟩

≥ (q − p + 1)∫
M
vq−pδ ηp ∣∇vδ ∣p − p∫

M
vq−p+1
δ ηp−1 ∣∇vδ ∣p−1 ∣∇η∣ ,

i.e.

(q − p + 1)∫
M
vq−pδ ηp ∣∇vδ ∣p ≤ p∫

M
vq−p+1
δ ηp−1 ∣∇vδ ∣p−1 ∣∇η∣ .

Whence, writing q − p + 1 = (q − p)p−1
p
+ q
p

and applying to the RHS the
inequality

ab ≤ (p − 1) ε
p
p−1

p
a

p
p−1 + 1

pεp
bp,

we get

{q − p + 1 − ε
p
p−1 (p − 1)}∫

M
vq−pδ ηp ∣∇vδ ∣p ≤

1

εp
∫
M
vqδ ∣∇η∣

p
.
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Clearly, since q > p − 1, we can choose ε > 0 so small that the coefficient
on LHS is strictly positive. On noting that ∇vδ = ∇u+, letting δ → 0+ and
applying the monotone and dominated convergence theorems we obtain
the required Caccioppoli inequality:

{q − p + 1 − ε
p
p−1 (p − 1)}∫

Ωn̄
uq−p+ ∣∇u+∣p ≤

1

εp
∫
M
uq+ ∣∇η∣p .

Now, fix an exhaustion Ωn ↗ M by relatively compact sets and,
according to Corollary 2.26, for each n > n̄, consider a sequence of cut-
off functions ηn ∈ Lipc (M) satisfying ηn ≥ 0 on M , ηn = 1 on Ωn̄, and
∥∇ηn∥∞ → 0. From the above inequality we obtain

{q − p + 1 − ε
p
p−1 (p − 1)}∫

Ωn̄
uq−p+ ∣∇u+∣p ≤

1

εp
∥∇ϕn∥p∞ ∫

M
uq+

and, letting n→ +∞, we get

∫
Ωn̄
uq−p+ ∣∇u+∣p = 0.

Since this latter holds for every n̄, we easily deduce that u+ is constant.
Thus either u = const ≥ 0 or u ≤ 0 and in the latter case, either u < 0 or
u ≡ 0 by the strong maximum principle.

Remark 2.32. In the case where (M,g) is geodesically complete (i.e., ∞-
parabolic), using the special cut-off functions defined in (2.10) we see that
the conclusion of Theorem 2.30 can be obtained under the weaker condition

∫
BR(o)

∣u∣q = o (Rp) , as R → +∞.

Actually, a similar use of these cut-off functions enables one to relax the
Lp-integrability conditions in many other analytic and geometric results
on a geodesically complete manifold, and Karp version of Gaffney theorem
is no exception; see Theorem 2.38. So it is natural to inquire whether a
better choice of cut-off functions is possible so to improve the uniform decay
of their gradients and, therefore, to improve the corresponding geometric
conclusions. The answer is essentially no; see Appendix A.

As an application of Theorem 2.30 we show how to deduce that ∞-
parabolic manifolds are not extendible. For the sake of completeness we
recall the next

Definition 2.33. A Riemannian manifold (M,g) without boundary is
said to be extendible if M is isometric to a proper, open submanifold of a
Riemannian manifold (N,h).
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It is easy to show that every complete manifold is not extendible.
However, the (flat) universal covering M of R2/ {0} is an example of a
geodesically incomplete, not extendible manifold.

Proposition 2.34. Let (M,g) be an m-dimensional, ∞-parabolic
manifold. Then M is not extendible.

Proof. By contradiction, suppose that there exists a Riemannian manifold
(Nm, h) such that Mm ⊂ Nm as a proper, open subset. Take a point
x0 ∈ ∂M and consider the geodesic ball BNε (x0), 0 < ε << 1. Let
GNx0

∶ BNε (x0) → R≥0 be the Green’s kernel of BNε (x0) with pole x0,
i.e., the minimal, positive fundamental solution of

{ ∆G (x) = −δx0 (x) on BNε (x0) ,
G = 0 on ∂BNε (x0) .

Then, it is known that,

GNx0
(x) ≍ { d (x,x0)2−m

if m > 2,
− log d (x,x0) if m = 2,

as x→ x0.

In particular,
GNx0

∈ Lq (BNε (x0)) ,

for every

1 < q < m

m − 2
.

Now, extend GNx0
to all of N by setting

Ḡ (x) = max{GNx0
(x) − ε,0}

and define u ∈ C0 (M) ∩W 1,2
loc (M) as

u = Ḡ∣
M
.

Clearly, u is non-constant and u ∈ Lq (M) for any 1 < q < m/ (m − 2).
Moreover, ∆u ≥ 0 because u is the maximum of solutions of the Laplace
equation. This contradicts Theorem 2.30.

Yau’s result has the following well known spectral consequence, first
observed by R. Strichartz, [43].

Corollary 2.35. Let (M,g) be ∞-parabolic. Then, the Laplace-Beltrami
operator is essentially self-adjoint.

Proof. Indeed, it suffices to show that the equation

∆u = λu, on M
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has no, non-zero solutions u ∈ L2 (M) for any λ > 0. Thus, let u be such a
solution. Then v = max (u,0) ∈ L2 (M) satisfies

∆v ≥ λv ≥ 0, on M.

By Theorem 2.30 we have v ≡ const, hence, v ≡ 0. This means that either
u ≡ const ≥ 0 or u < 0. In the second case, applying the reasoning to −u
we conclude that u = const. But then 0 = ∆u = λu forces u = 0.

2.2.2 Global divergence theorem for L1-vector fields:
Gaffney theorem

We observed before that a p-parabolic manifold has a negligible boundary
at infinity from the viewpoint of Lq vector fields, where p is Hölder
conjugate to q. Thus, a global divergence theorem for Lq vector fields
holds. Pushing forward even in this direction the formal similarities
between p-parabolicity and ∞-parabolicity one expects that on an ∞-
parabolic manifold there is a Stokes theorem for L1 vector fields. The
intuition is supported by the fact that what we needed to extend globally
the divergence theorem is the existence of nice cut-off functions. In
fact, we have the following result. As usual, we set f+ = max (f,0) and
f− = min (f,0) so that f = f+ + f−
Theorem 2.36. Let M be ∞-parabolic. Then, for every vector field
X ∈ L1 (M) satisfying divX ∈ L1 (M) it holds

∫
M

divX = 0.

Proof. Let Ωn ↗ M be a relatively compact exhaustion. For every n,
choose a cut-off function 0 ≤ ϕn ∈ Lipc (M) as in Corollary 2.26 in such
a way that ϕn = 1 on Ωn and ∥∇ϕn∥∞ < 1/n. Then, we can apply the
usual divergence theorem to the compactly supported vector field ϕnX
and obtain

0 = ∫
M

div (ϕnX) = ∫
M

⟨∇ϕn,X⟩ + ∫
M
ϕn divX. (2.11)

Since ϕn → 1 pointwise on M and divX ∈ L1 (M), by dominated
convergence we have

∫
M
ϕn divX → ∫

M
divX.

On the other hand

∣∫
M

⟨∇ϕn,X⟩∣ ≤ ∥∇ϕn∥∞ ∥X∥L1 → 0, as n→ +∞,

and the desired conclusion follows by taking limits as n → +∞ in (2.11).



46 Stefano Pigola and Alberto G. Setti

Remark 2.37. Note that this result is just a reformulation in the language
of ∞-parabolicity of a classical theorem by P.M. Gaffney, [7].

2.3 Global divergence theorems: relaxing
the Lq-assumptions

2.3.1 Karp version of the L1-divergence theorem

Gaffney’s result can be substantially improved. Indeed, the existence of
radial cut-off functions with controlled decay of their gradients can be used
to relax the L1-integrability condition on the vector field X. Furthermore,
in order to use the limit procedure of Theorem 2.36, we do not need the
assumption divX ∈ L1 (M) in its full strength but the request that divX
has a well defined integral clearly suffices. These simple observations led
L. Karp to state the following

Theorem 2.38. Let (M,g) be complete (i.e.,∞-parabolic) and let X ∈
L1
loc (M) be a vector field such that, for some origin o ∈M ,

∫
B2R(o)/BR(o)

∣X ∣ = o (R) , as R → +∞.

If either (divX)+ ∈ L1 (M) or (divX)− ∈ L1 (M), then

∫
M

divX = 0.

Proof. As in (2.10) of Theorem 2.36, for each R > 0 let us consider a
radial cut-off ϕR (r (x)) ∈ Lipc (M) satisfying

(a) 0 ≤ ϕR ≤ 1, on M ; (b) ϕR = 1 on BR (o) ;
(c) ϕR = 0 off B2R (o) ; (d) ∣∇ϕR∣ ≤ c

R
.

Then

0 = ∫
M

div (ϕnX) = ∫
M

⟨∇ϕn,X⟩ + ∫
M
ϕn divX.

Assume now that (divX)+ ∈ L1 (M). Since ϕn → 1 pointwise on M , by
dominated convergence we have

∫
M
ϕn (divX)+ → ∫

M
(divX)+ .

On the other hand

∣∫
M

⟨∇ϕn,X⟩∣ ≤ c

R
∫
B2R(o)/BR(o)

∣X ∣ → 0, as n→ +∞.
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In particular, if we rewrite (2.11) in the form

∫
M

⟨∇ϕn,X⟩ + ∫
M
ϕn (divX)+ = ∫

M
ϕn (divX)− ,

and, by taking limits as n → +∞, we deduce that (divX)− ∈ L1 (M), and
that

∫
M

(divX)− = ∫
M

(divX)+.

The desired conclusion easily follows.

2.3.2 An improved version of the Lq
(q > 1)-divergence

theorem

Since, in a precise sense, the KNR criterion represents an Lp-version
of Gaffney-Stokes theorem, and since Gaffney’s result on a geodesically
complete (i.e., ∞-parabolic) manifold can be improved using special cut-
off functions on balls, it is natural to ask whether or not it is possible
to relax the Lp-condition on vector fields even on a p-parabolic manifold.
This question was addressed and solved in case p = 2 by D. Valtorta e
G. Veronelli in [55]. Their idea is to give a clever interpretation of sets,
functions and quantities involved in Karp’s formulation.

Suppose (M,g) is complete (i.e., ∞-parabolic). Then, the distance
function r (x) = d (x, o) from an origin o ∈ M enjoys the following
properties:

(a) r (x) → +∞, as x→∞; (b) ∣∇r∣ = 1; (c) ∆∞r = 0 on M/ {o} .

Obviously, each ball BR (o) can be considered as the (relatively compact)
sublevel set

BR (o) = {x ∈M ∶ r (x) < R}

and Karp’s condition reads

1

R
∥∇r∥L∞({R<r(x)<2R}) ∥X∥L1({R<r(x)<2R}) = o (1) , as R → +∞.

As for the proof, the needed cut-off functions are obtained from the
piecewise linear functions

ϕR (t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1, t ∈ [0,R],

1 − t −R
R

, t ∈ [R,2R],
0, t ∈ [2R,+∞),

by composing with the special function r (x):

ϕR (x) = ϕR ○ r (x) .
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Thus, following step by step Karp’s proof involving L1 conditions we can
see that the desired generalization to different Lp conditions is reached once
we are able to find a suitable replacement of the distance function in the
p-parabolic setting. In case p = 2 this function is represented by the Evans
potential of the (2-)parabolic manifold.

Definition 2.39. Let (M,g) be a Riemannian manifold. A p-Evans
potential of M is a function e ∶M → R satisfying the following conditions:

(a) e (x) → +∞, as x→∞; (b) ∆pe = 0 on M/Ω,

for some smooth domain Ω ⊂⊂ M . In case p = 2 we simply speak of an
Evans potential.

Remark 2.40. With this terminology, the distance function r (x) is an
∞-Evans potential of the complete manifold (M,g).

It is not difficult to show that the existence of a p-Evans potential forces
the underlying manifold to be p-parabolic. Actually we have the following
more general result that goes under the name of Kha’sminskii criterion for
p-parabolicity.

Theorem 2.41. Let (M,g) be a Riemannian manifold (not necessarily
complete) and let 1 < p < +∞. Assume that there exists a function
u ∈W 1,p

loc (M) ∩C0 (M) such that

(a) u (x) → +∞, as x→∞; (b) ∆pu ≤ 0, on M/Ω

for some Ω ⊂⊂M . Then M is p-parabolic.

In case p = 2, it is also known from classical works by L. Sario and
M. Nakai, and Z. Kuramochi on surfaces, recently extended to every
dimension e.g. by D. Valtorta in [51], that Evans potentials exist on every
(2-)parabolic manifold.

Theorem 2.42. Let (M,g) be a parabolic Riemannian manifold. Then
M supports a smooth Evans potential e ∶M → R. Moreover

∫
{e(x)<R}

∣∇e∣2 ≤ R.

With this preparation, it is now clear the validity of the following
improvement of the L2-Stokes theorem on 2-parabolic manifolds.

Theorem 2.43. Let (M,g) be 2-parabolic and let X ∈ L1
loc (M) be a vector

field satisfying

∫
E(2R)/E(R)

∣X ∣2 = o (R) , as R → +∞,
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where
E (R) = {x ∈M ∶ e (x) < R}

and e ∶M → R is an Evans potential of M . If either (divX)+ or (divX)−
are L1-functions then

∫
M

divX = 0.

Problem 2.44. In order to consider this Theorem as a real improvement
of the L2-Stokes theorem we should be able to estimate the growth rate of
E (R) in terms of the geometry of M . This is an open question.

Problem 2.45. Formally, the result could be extended to every p provided
we were able to prove the existence of p-Evans potentials on every p-
parabolic manifold. This is an open question. An important indication
of their existence comes from a recent work by D. Valtorta, [52], where it
is proved that the Kha’sminskii criterion gives a necessary and sufficient
condition for M to be p-parabolic. Thus, it remains to pass from p-
superharmonic functions to p-harmonic functions.



Chapter 3

Some applications of the
global divergence
theorems

3.1 The case of Lq
(q > 1)-vector fields

3.1.1 Global comparison principles

The Stokes-oriented proofs we supplied in Chapter 1 both of the
comparison results for real-valued solutions of PDEs and for the Liouville-
type properties for solutions of systems of PDEs corresponding to p-
harmonic maps all extend without changes to the parabolic setting, up
to requiring suitable Lp-conditions on their energies.

More precisely, we have the following non-compact versions of Theorems
1.13, 1.36. The next result is from [21].

Theorem 3.1. Assume that (M,g) is p-parabolic, p > 1. Consider the
ϕ-Laplace operator

Lϕ (u) = div (∣∇u∣−1
ϕ (∣∇u∣)∇u)

corresponding to ϕ ∈ C0 ([0,+∞)) ∩ C1 ((0,+∞)) satisfying the following
structural conditions:

(i) ϕ (0) = 0, (ii) ϕ (t) > 0 ∀t > 0,
(iii) ϕ (t) ≤ Atp−1, (iv) ϕ (t) is strictly increasing.

for some constants A > 0, p > 1. If u, v ∈W 1,p
loc (M) ∩C0 (M) are solutions

of
Lϕ (u) ≥ Lϕ (v) , on M

50
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and
∣∇u∣ , ∣∇v∣ ∈ Lp (M) ,

then u − v ≡ const.

Proof. Keeping the notation of Theorem 1.13 , and using condition (iii)
on ϕ, we have that

X = α (u − v) {∣∇u∣−1
ϕ (∣∇u∣)∇u − ∣∇v∣−1

ϕ (∣∇v∣)∇v} ∈ L
p
p−1 (M)

and the global divergence theorem applies.
The following result can be found in [36].

Theorem 3.2. Let u ∶ M → N be a p-harmonic map homotopic to a
constant. Suppose that M is p-parabolic and that N is complete with
SecN ≤ 0. Then u is constant.

Proof. Suppose N is Cartan-Hadamard, the general case follows by using
the equivariant argument.

Fix x0 ∈M , let y0 = u (x0) ∈ N and consider the “mixed” vector field on
M

X = ∣du∣p−2
d (α ○ u)

= dα (u) ○ (∣du∣p−2
du) .

where α (x) = β (ry0 (x)) with ry0 = dN (y, y0) and β ∶ [0,+∞) → [0,+∞)
is a C2-function satisfying β′ ≥ 0, β′′ ≥ 0 and

β (t) = { At2 +B if 0 ≤ t << 1
t if t ≥ 1,

for suitable constants A,B > 0. Note that, by the Hessian comparison,
Hess (α) > 0 in a small neighborhood of y0 ∈ N . Note also that

∣X ∣ ≤ C ∣du∣p−1 ∈ L
p
p−1 (M) ,

and, by direct computations that use p-harmonicity of u and the (weak)
convexity of α,

divX = ∣du∣p−2
trM HessN (α)∣u (du, du) + dα (∆pu)

= ∣du∣p−2
trM HessN (α)∣u (du, du) ≥ 0.

Using the global divergence theorem we deduce

divX ≡ 0,

showing that
∣du (x)∣ = 0
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on
Ω = {x ∈M ∶ HessN (α)∣u(x) > 0} .

Since α is strictly convex near y0, then u must be constant in a
neighborhood of x0. Repeating the same construction with a different
base point x0 we conclude that u is locally constant, hence a constant
map.

Finally, we obtain a non-compact version of Theorem 1.44. The result
is taken again from [21].

Theorem 3.3. Let (M,g) be a p-parabolic manifold. If u, v ∶M → Rk are
C2 solutions of

∆pu = ∆pv, on M

with finite p-energy
∣du∣p , ∣dv∣p ∈ Lp (M) ,

then u − v ≡ const.

Remark 3.4. We have already observed that the regularity imposed on u
and v may appear quite unnatural in view of the fact that the PDEs involve
the p-Laplacian, and so it is. In fact the proof we are presenting below is
adapted from [55], where the authors in fact prove the theorem under the
natural requirement that u and v are in W 1,p

loc ∩C
0. We specialize their proof

to the case where u and v are C2 for the sake of simplicity. The original
proof can be carried out using weak instead of pointwise computations.

Proof. We suppose that either u or v is non-constant, for otherwise there
is nothing to prove. Fix x0 ∈ M , let C = u(x0) − v(x0) ∈ Rn and let
r(y) = ∣y −C ∣ be the usual Euclidean distance from C. Note by replacing
v with v −C we may assume that C = 0 and therefore r(y) = ∣y∣. For every
fixed A > 0 consider the differentiable vector field XA on M defined by

XA(x) ∶= [dαA∣(u−v)(x) ○ (∣du(x)∣
p−2du(x) − ∣dv(x)∣p−2dv(x))]

♯

, x ∈M,

where αA ∈ C1(Rn,R) is the smooth function

αA(y) ∶= (A + r(y)2)1/2

and ♯ denotes is the musical isomorphism defined by ⟨ω♯, V ⟩ = ω(V ) for
all differential 1-forms ω and vector fields V . We observe that XA is well
defined since there exists a canonical identification

T(u−v)(q)Rn ≅ Tu(q)Rn ≅ Tv(q)Rn ≅ Rn.

Since,

dαA(V ) = dr2(V )
2
√
A + r2(y)

= ⟨y, V ⟩√
A + ∣y∣2



Chapter 3. Some applications of the global divergence theorems 53

for every V ∈ TyRm, we have

∣XA∣ ≤
∣u − v∣√
A + ∣u − v∣2

∣∣du(x)∣p−2du(x)−∣dv(x)∣p−2dv(x)∣ ≤ (∣du∣p−1+∣dv∣p−1),

showing that ∣XA∣ ∈ Lp/(p−1)(M). The vector field XA is also weakly
differentiable, with weak divergence given by

divXA = dαA∣(u−v) ○ (∆pu −∆pv)
+ trMHessαA∣(u−v) (du − dv, ∣du∣p−2du − ∣dv∣p−2dv) .

The first term on the RHS vanishes by assumption. Moreover, for every
V,W ∈ TyRm,

Hess r2(V,V ) = 2⟨V,W ⟩,

and therefore

HessαA(V,W ) = Hess r2∣(V,W )
2[A + r2]1/2

− dr
2 ⊗ dr2(V,W )

4[A + dr2]3/2

= ⟨V,W ⟩
[A + ∣y∣2]1/2

− ⟨y, V ⟩⟨y,W ⟩
[A + ∣y∣2]3/2

.

Thus, if Ei is a local o.n. basis at x we get

divXA = ∑
i

⟨(du − dv)(Ei), (∣du∣p−2du − ∣dv∣p−2dv)(Ei)⟩
[A + ∣u − v∣2]1/2

−∑
i

⟨u − v, (du − dv)(Ei)⟩⟨u − v, (∣du∣p−2du − ∣dv∣p−2dv)(Ei)⟩
[A + ∣u − v∣2]3/2

≥ ⟨(du − dv), (∣du∣p−2du − ∣dv∣p−2dv)HS⟩
[A + ∣u − v∣2]1/2

−
∣u − v∣2∣du − dv∣∣∣du∣p−2du − ∣dv∣p−2dv∣

[A + ∣u − v∣2]3/2

≥ h(du, dv)
[A + ∣u − v∣2]1/2

− 2∣u − v∣2(∣du∣p + ∣dv∣p)
[A + ∣u − v∣2]3/2

=∶ fA, (3.1)

where
h(du, dv) = ⟨(du − dv), (∣du∣p−2du − ∣dv∣p−2dv)⟩HS ,

⟨ , ⟩HS is the usual Hilbert-Schmidt metric in T ∗M ⊗Rn, and in the last
inequality we have used Young’s inequality ab ≤ p−1ap + (p − 1)p−1bp/(p−1).

Since divXA ≥ fA weakly on M , and, by Lemma 1.14,

fA ≥ −2(∣du∣p + ∣dv∣p)√
A

∈ L1(M), (3.2)
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it follows from Proposition 2.20 that

0 ≥ ∫ fA.

Now fix λ > 0 and consider the sets

Mλ = {x ∶ ∣u(x) − v(x)∣ < λ}, Mλ =M ∖Mλ,

and, recalling the definition of fA write

0 ≥ ∫ fA = ∫
Mλ

fA + ∫
Mλ

h(du, dv)
[A + ∣u − v∣2]1/2

− ∫
Mλ

2∣u − v∣2(∣du∣p + ∣dv∣p)
[A + ∣u − v∣2]3/2

.

(3.3)
According to (3.2) we have

∫
Mλ

fA ≥ − 2√
A + λ2

∫
Mλ

(∣du∣p + ∣dv∣p). (3.4)

Also,

∫
Mλ

h(du, dv)
[A + ∣u − v∣2]1/2

≥ 1√
A + λ2

∫
Mλ

h(du, dv). (3.5)

Moreover, since the real valued function λ→ 2λ2/(A+λ2)3/2 it is increasing
in the interval [0,

√
2A] and attains its absolute maximum at λ =

√
2A we

have

∫
Mλ

2∣u − v∣2(∣du∣p + ∣dv∣p)
[A + ∣u − v∣2]3/2

≤ 2λ2

[A + λ2]3/2 ∫Mλ

(∣du∣p + ∣dv∣p), (3.6)

provided λ ≤
√

2A. Inserting the above inequalities into (3.3) and
rearranging gives the inequality

∫
Mλ

h(du, dv) ≤ 2∫
Mλ

(∣du∣p + ∣dv∣p) + 2λ2

A + λ2 ∫Mλ

(∣du∣p + ∣dv∣p), (3.7)

valid for all λ ≤
√

2A. To conclude, let first A → ∞, so that the second
summand on the right hand side tends to zero. Next, let λ → ∞. Since
∣du∣p + ∣dv∣p ∈ L1(M), the first integral on the right hand side tends to
zero as λ → ∞ and since h(dv, du) ≥ 0 by Lemma 1.14, by monotone
convergence we obtain that

∫
M
h(du, dv) = 0.

It follows that h(du, dv) = 0, and therefore, again by Lemma 1.14, du = dv
whence u − v ≡ u(x0) − v(x0) = 0 on M .
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3.1.2 Concluding remarks on comparison & Liouville
theory

(A) The comparison theory for homotopic p-harmonic maps with finite
p-energy starts with the impressive work by R. Schoen and S.T. Yau
in the case p = 2; see [45] and [46]. The first step forward in the
general case p > 2 is done in [36] where the case of a p-harmonic
map homotopic to a constant is considered. Intermediate results are
then obtained in [21]. The complete analogue of the Schoen-Yau
comparison theory for p-harmonic maps in the same homotopy class
can be found in the very recent paper [54] by G. Veronelli.

(B) From a different perspective, one can investigate Liouville-type
conclusions for p-harmonic maps with finite p-energy when the
topological assumption on the map is replaced by a curvature
condition on the domain manifold. In this direction, we mention
e.g. the seminal paper [44] by R. Schoen and S.T. Yau in the case
p = 2, later extended by N. Nakauchi, [33], and K. Takegoshi, [47], to
p ≠ 2. In all these papers the domain manifold has non-negative Ricci
curvature. Actually, a certain amount of negative Ricci curvature
can be allowed as shown in [35] and [38] for p = 2, and in [40] for
p > 2. This Liouville-type theorems have applications to the homtopy
class of general maps with finite p-energy into compact manifolds of
non-positive curvature.

3.2 The case of L1-vector fields

3.2.1 Liouville theorem for harmonic functions of
sublinear growth

We began Chapter 1 by recalling that on a compact manifold,
(sub)harmonic functions are necessarily constant. S.Y. Cheng and
S.T. Yau, [58], [5], extended this conclusion to complete, non-compact
manifolds by showing that, if Ric ≥ 0 then harmonic functions with
sublinear growth are constant. Using the Karp divergence theorem we can
obtain the following Ric-quantitative version of Cheng-Yau result where a
possible negativity of the Ricci curvature is balanced by a suitable integral
control of the function.

Proposition 3.5. Let (M,g) be a complete manifold satisfying

Ric (x) ≥ − K2

(1 + r (x))2α
,
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with r (x) = d (x, o), α,K ≥ 0. Let u be a harmonic function satisfying

∫
B2R/BR

∣u∣ = O (Rβ) , as R → +∞ (3.8)

and

sup
∂BR(o)

∣u∣ = o (Rγ) , as R → +∞,

where β, γ ≥ 0 are subjected to the restriction

β + γ −min{α,1} − 1 ≤ 0. (3.9)

Then u is constant. If K = 0 we can choose α = 1 in (3.9), and if,
additionally, γ = 1 the conclusion holds without any extra assumptions
on u (thus recovering the original statement by Cheng-Yau).

Remark 3.6. Note that if 0 ≤ u ∈ L1 (M), then the result follows
immediately from the stochastic completeness of M , regardless of any
growth condition on u. We also note that it follows from work of P. Li
and R. Schoen, [28], that if Ric ≥ 0, and u ∈ Lp(M), for some p ∈ (0,+∞]
then u is necessarily zero.

We shall use the following classical result by S.Y. Cheng and S.T. Yau
which is known in the literature as the gradient estimates for harmonic
functions.

Theorem 3.7. Let (M,g) be a Riemannian manifold such that Ric ≥ −A
on the relatively compact geodesic ball B2R (x̄), for some A ≥ 0. If u > 0
is harmonic in B2R (x̄) then, there exists a universal constant C > 0 such
that

∣∇u∣
u

≤ C ( 1

R
+
√
A) , on BR (x̄) .

Proof. We consider first the case K = 0. Given R > 0, applying the Cheng
and Yau gradient estimate to the function u + supB2R(o) ∣u∣ + 1 on the ball
BR(o), and using the assumed growth condition on u we obtain

∣∇u∣ (x) ≲ 1

R

⎛
⎝
u (x) + sup

B2R(o)

∣u∣ + 1
⎞
⎠
= o (Rγ−1) ,

valid for every x ∈ BR(o). In the case where γ = 1, letting R → 0, this
shows that for every fixed x, ∣∇u(x)∣ = 0. Therefore u is constant in this
case, and we recover Cheng and Yau’s original result.

If γ > 1, we consider the vector field X = u∇u. Since divX =
u∆u + ∣∇u∣2 = ∣∇u∣2, (divX)− = 0 is clearly integrable. Moreover, using
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assumption (3.8) shows that X satisfies

1

R
∫
B2R/BR

∣X ∣ = 1

R
∫
B2R/BR

∣∇u∣ ∣u∣

≤ 1

R
sup

B2R/BR

∣∇u∣ ∫
B2R/BR

∣u∣

= o (Rβ+γ−2)
= o (1) ,

provided β+γ−2 ≤ 0. Thus, by Karp’s theorem (Theorem 2.38) we conclude
that

0 = ∫
M

divX = ∫
M

∣∇u∣2 ,

and u is constant.
The case where K > 0 is similar. The starting point is again the Cheng

and Yau gradient estimate. Given x with r(x) = R, we apply the gradient
estimate on BR/4(x) to u + supB2R

(o)∣u∣ + 1. Since the Ricci curvature
satisfies

Ric ≥ − K2

(1 +R/2)2α
on BR/2(x),

using the growth assumption on u we deduce that

∣∇u∣ (x) ≲ ( 1

R
+ K

(1 +R)α
)
⎛
⎝
u (x) + sup

B2R(o)

∣u∣
⎞
⎠
= o (Rγ−1) + o (Rγ−α) .

Now the proof proceeds as in the case K = 0, noting that

1

R
∫
B2R/BR

∣X ∣ = o (Rβ+γ−min{α,1}−1) = o (1) ,

provided β + γ −min{α,1} − 1 ≤ 0.

3.2.2 Lower volume estimates & rigidity for the sharp
Sobolev constant

We say that a Riemannian manifold (M,g) of dimension dimM =m > p ≥
1 supports an Euclidean-type Sobolev inequality if there exists a constant
CM > 0 such that, for every u ∈ C∞

c (M),

(∫
M

∣u∣p
∗

dvol)
1
p∗

≤ CM (∫
M

∣∇u∣p dvol)
1
p

, (3.10)

where
p∗ = mp

m − p
.
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If M has at most an Euclidean volume growth, i.e.,

vol (BR (o)) ≤ CRm,

for some origin o ∈M and for some C > 0, then it is not difficult to show by
standard density arguments that (3.10) can be expressed in the equivalent
form

C−p
M ≤ inf

u∈Λ
∫
M

∣∇u∣p dvol,

where

Λ = {u ∈ Lp
∗

(M) ∶ ∣∇u∣ ∈ Lp and∫
M

∣u∣p
∗

dvolM = 1} .

Indeed, the main point is to show that if u ∈ Lp
∗

(M) and ∣∇u∣ ∈ Lp(M)
then there exists a sequence of compactly supported functions un ∈ Lp

∗

with ∣∇un∣ ∈ Lp such that

un → u in Lp
∗

and ∇un → ∇u in Lp.

Once this is done, usual regularization techniques allow the approximation
using sequences in C∞

c . Now, for every R > 0, let ρR be a C∞ cut-
off function such that ρR = 1 on BR(o), ρ = 0 off B2R(o) and ∣∇ρR∣ ≤
CR−1χB2R(o)∖BR(o), for some C > 1. Then uR → u in Lp

∗

, by dominated
convergence, while

∫
M

∣∇(u − uR)∣p ≤ 2p−1(∫
M

∣∇u∣p + ∫
M

∣u∣p∣∇ρR∣p),

and the first integral converges to zero, again by dominated convergence,
while, using Hölder’s inequality and the volume growth assumption, we
have

∫
M

∣u∣p∣∇ρR∣p ≤ Cp(∫
B2R(o)∖BR(o)

∣u∣p
∗

)
m−p
m (R−mvolB2R(o))p/m

and the right hand side tends to zero by another application of dominated
convergence.

The validity of (3.10), as well as the best value of the Sobolev constant
CM , have intriguing and deep connections with the geometry of the
underlying manifold, many of which are discussed in the excellent lecture
notes [17]. See also [27] for a survey in the more abstract perspective of
Markov diffusion processes, and [13] for the relevance of (3.10) in the Lp,q-
cohomology theory. For instance, we note that a complete manifold with
non-negative Ricci curvature (but, in fact, a certain amount of negative
curvature is allowed) and supporting an Euclidean-type Sobolev inequality
is necessarily connected at infinity. This fact can be proved using the
potential theoretic arguments we developed in Chapter 2; see [35], [34].
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It is known (see e.g. Proposition 4.2 in [17]) that

CM ≥K(m,p), (3.11)

whereK (m,p) is the best constant in the corresponding Sobolev inequality
of Rm. It was discovered in the influential paper by M. Ledoux, [26], that
for complete manifolds of non-negative Ricci curvature, the equality in
(3.11) forces M to be isometric to Rm. This important rigidity result has
been generalized by C. Xia, [57], by showing that, if CM is sufficiently
close to K (m,p), then M is diffeomorphic to Rm. The key ingredient
in the Ledoux-Xia argument is a sharp lower estimate for the growth of
geodesic balls which depends explicitly on the Sobolev constant. Actually,
it is known, [2], [1], that the validity of (3.10) implies that there exists
a (small) constant γ = γ(m,p,CM) > 0 (depending continuously on CM )
such that

vol(BR) ≥ γvol(BR), (3.12)

where BR denotes the Euclidean ball. However, to obtain the desired
rigidity one needs to get a sharp value for γ, and this improvement, in
the proofs supplied by Ledoux and Xia, heavily relies of the curvature
assumption. According to Ledoux this should be just a limit imposed by
the techniques involved. In fact

Conjecture 3.8 (Ledoux). Let (M,g) be a complete Riemannian
manifold enjoying the Euclidean Sobolev inequality (3.10) with sharp
Euclidean Sobolev constant CM =K (m,p) . Then

vol(BR) ≥ vol(BR).

The Ricci curvature assumption in Ledoux-Xia results was substantially
relaxed in the recent paper [39] where, furtheremore, it is introduced a new
method based on Karp integration and comparison arguments involving
the Laplacian of the distance function. We are going to exemplify this
method in the simplified form needed to get the original result by Ledoux.
It is important to observe that, in a recent paper [3], G. Carron has been
able to replace the curvature condition with an asymptotic volume growth
assumption thus strengthening and extending the main results in [39]. His
proof relies on a clever elaboration of the original arguments by Ledoux.

Theorem 3.9. Let (M,g) be a complete, m-dimensional Riemannian
manifold, m > p > 1. Assume that RicM ≥ 0 and that the Euclidean-type
Sobolev inequality (3.10) holds on M . Then

area(BR) = area(BR), ∀R ≥ 0, (3.13)

where BR denotes the ball of radius R > 0 in the standard Euclidean space
Rm. In particular, M is isometric to Rm.
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As we shall see momentarily, the proof of Theorem 3.9 resembles the
proof of the celebrated eigenvalue comparison by S.Y. Cheng. Thus, the
main ingredients are:

(A) a suitable PDE satisfied by the extremal function for the Euclidean
case

(B) The comparison geometry for the Ricci tensor

(C) A suitable integration by parts on the whole manifold, which is
provided by Karp’s theorem (in Cheng result, one compares solutions
of PDEs on balls, so that the usual Stokes theorem suffices).

As for points (A) and (B) we recall the following very important facts.

Lemma 3.10 (extremal functions). On the Euclidean space Rm, the
equality in (3.10) with the best constant CRm = K(m,p), is realized by
the (radial) Bliss-Aubin-Talenti functions φλ (x) = ϕλ(∣x∣) for every λ > 0,
where ∣x∣ is the Euclidean norm of x and ϕλ(t) are the real-valued functions
defined as

ϕλ (t) = β (m,p)λ
m−p

p2

(λ + t
p
p−1 )

m
p −1

.

Moreover, choosing β(m,p) > 0 such that

∫
Rm

φp
∗

λ (x)dx = 1 (3.14)

then
K (m,p)−p = ∫

Rm
∣ϕ′λ (∣x∣)∣p dx

and, by the standard calculus of variations, the extremal functions φλ obey
the (nonlinear) Yamabe-type equation

Rm∆pφλ = −K (m,p)−p φp
∗
−1

λ . (3.15)

Lemma 3.11 (Comparisons for the Ricci tensor). Let (M,g) be a complete
Riemannian manifold satisfying RicM ≥ (m − 1) c for some c ∈ R. Let
r (x) = d (x, o) for some origin o ∈M . Then:

(i) Laplacian comparison.

∆r ≤ (m − 1) sn′c (r (x))
snc (r (x))

pointwise on M/cut (o) and in the distributional sense on all of
M . Moreover, the equality holds on some ball BR0 (o) if and only
if BR0 (o) is isometric to the corresponding ball BR in the m-
dimensional space form of constant curvature c.
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(ii) Bishop-Gromov comparison

R z→ area (∂BR (o))
area (∂BR)

is decreasing

for every R > 0, where BR is the ball in the spaceform Mm (c) of
constant curvature c. In particular, ∀R > 0,

(a) vol (∂BR (o)) ≤ vol (∂BR) , (b) vol (BR (o)) ≤ vol (BR)

and the equality holds for some R0 > 0 if and only if BR0 (o) is
isometric to BR0 .

We are now in the position to give the
Proof (of Theorem 3.9). We transplant on M the extremal function
φ = φ1 of Rm thus obtaining the radial Liploc function Φ ∶M → R as

Φ(x) ∶= ϕ(r(x)).

Then ∇Φ = ϕ′∇r and, recalling that ∣∇r∣ = 1, we can compute

∆pΦ = (∣ϕ′∣p−2
ϕ′∇r)

′

+ ∣ϕ′∣p−2
ϕ′∆r.

Since ϕ is decreasing and, by the Laplacian comparison theorem,

∆r ≤ (m − 1)
r

,

from the above equation we deduce

∆pΦλ ≥ Rm∆pφλ.

Inserting in the Yamabe equation (3.15), we conclude that Φ satisfies the
differential inequality

∆pΦ ≥ −K (m,p)−pΦp
∗
−1 (3.16)

pointwise on M/cut (o) and weakly on all of M .
We claim that

{ (i) Φ ∈ Lp
∗

(M) with ∫M Φp
∗

≤ 1,
(ii) ∣∇Φ∣ ∈ Lp (M) ,

(3.17)

and, therefore, that the vector field

X ∶= Φ ∣∇Φ∣p−2∇Φ

satisfies
(i) ∫B2R/BR

∣X ∣ = o (R) , as R → +∞,
(ii) (divX)− ∈ L1 (M) . (3.18)
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Suppose for the moment that we have already proved the claim and let
us show how to complete the proof. According to (3.18) we can apply the
Karp version of Stokes theorem and, using also (3.16), we obtain

0 = ∫
M

divX ≥ ∫
M

∣∇Φ∣p −K (m,p)−p ∫
M

Φp
∗

i.e.

∫
M

∣∇Φ∣p ≤K (m,p)−p ∫
M

Φp
∗

.

On the other hand, because of (3.17) we can use Φ as a test function in
the Sobolev inequality and get

∫
M

∣∇Φ∣p ≥K (m,p)−p (∫
M

Φp
∗

)
1
p∗

.

Combining these two inequalities, and using again (3.17) (i) and p∗ > 1,
we deduce

∫
M

Φp
∗

≤ (∫
M

Φp
∗

)
1
p∗

≤ ∫
M

Φp
∗

,

i.e.

∫
M

Φp
∗

= 1 = ∫
Rm

φp
∗

.

Whence, using the co-area formula to compute the two integrals we obtain

∫
+∞

0
ϕ (R)p

∗

{area (∂BR) − area (∂BR)}dR = 0.

Since, by volume comparison, area (∂BR) ≤ area (∂BR) we must conclude

area (∂BR) = area (∂BR) , ∀R > 0,

and the rigidity part of the Theorem follows from the equality case in the
Bishop-Gromov comparison.

It remains to show the validity of the claimed properties (3.17) and
(3.18). By the co-area formula and the area comparison, we have

∫
M

Φp
∗

= ∫
+∞

0
∫
∂BR

ϕp
∗

(R)dR

= ∫
+∞

0
ϕp

∗

(R)area (∂BR)dR

≤ ∫
+∞

0
ϕp

∗

(R)area (∂BR)dR

= ∫
Rm

φp
∗

= 1,
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proving (3.17) (i). The proof of (3.17) (ii) is completely similar. Now

consider the vector field X = Φ ∣∇Φ∣p−2∇Φ. Using Hölder inequality and
(3.17) (ii), we obtain

∫
B2R/BR

∣X ∣ = ∫
B2R/BR

Φ ∣∇Φ∣p−1 ≤ (∫
B2R/BR

Φp)
1
p

(∫
B2R/BR

∣∇Φ∣p)
p−1
p

≤ C (∫
B2R/BR

Φp)
1
p

. (3.19)

On the other hand, applying Hölder inequality with exponents m/ (m − p)
and p/ (m − p), we have

(∫
B2R/BR

Φp)
1
p

≤ (∫
B2R/BR

Φp
∗

)
1
p∗

vol (B2R/BR)
1
m ,

where, by (3.17) (i),

(∫
B2R/BR

Φp
∗

)
1
p∗

= o (1) (3.20)

and, by Bishop-Gromov comparison,

vol (B2R/BR)
1
m = O (R) (3.21)

as R → +∞. Inserting (3.20) and (3.21) into (3.19) proves the validity of
(3.18) (i).

Finally

divX = ∣∇Φ∣p +Φ∆pΦ

≥ −K (m,p)−pΦp
∗

∈ L1 (M)

and this proves (3.18) (ii).
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On the optimality of
cut-off functions

Let (M,g) be a complete Riemannian manifold. Then, to an exhaustion
of M by relatively compact geodesic balls BR (o) there corresponds a
family of radial cut-off functions ϕR ∈ C∞

c (M) satisfying the following
requirements

(a) 0 ≤ ϕR ≤ 1, (b) ϕR = 1, on BR (o) ,
(c) ϕR = 0 on M/B2R (o) , (d) ∥∇ϕR∥∞ ≤ 2

R
on M.

This family was constructed in Theorem 2.28 using the piecewise linear
functions (2.10) and can be smoothen-out. Since the improvement of many
analytic and geometric results involving Lp conditions relies on the decay
condition (d) it is natural to enquire whether a better choice is possible.
The answer is no, as we shall see momentarily

More precisely, suppose you are given an exhaustion of M by geodesic
ballsBR (o) and a corresponding family ϕR ∈ C∞

c (M) satisfying conditions
(a)–(c). We ask if ϕR can be chosen so to satisfy

∥∇ϕR∥∞ ≤ ε (R)
R

,

where ε (R) ↘ 0, as R → +∞.

Let us mention that, curiously enough, the answer on the Euclidean
space Rm is related to capacitary considerations. Indeed, let F (r) ≥ 0 be
any non-increasing function satisfying

sup
∂BR

∣∇ϕR∣ ≤ F (R) .

64
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Consider the condenser ER = (BR,B2R) and note that its equilibrium
potential is given by

u (r) = ∫
2R
r

dt
tm−1

∫
2R
R

dt
tm−1

.

Thus, using also the divergence theorem,

cap (ER) = −∫
∂BR

⟨∇u,∇r⟩ = −u′ (R)area (∂BR) ≥ CRm−2,

for some universal constant C = C (m) > 0. On the other hand, by
definition of capacity,

cap (ER) ≤ ∫
B2R/BR

∣∇ϕR∣2 ≤ F (R)2
area (B2R) ≤ CF (R)2

Rm,

for some other absolute constant C = C (m) > 0. It follows that

F (R) ≥ C
R

and, in particular,
ε (R) ≥ C = C (m) > 0.

The same conclusion actually holds on any complete manifold (M,g).
Indeed, take a unit-speed minimizing geodesic γ ∶ [0,2R] →M issuing from
γ (0) = o. Then γ (r) ∈ ∂Br (o) and we have

F (R) ≥ sup
B2R/BR

∣∇ϕ∣ ≥ sup
[R,2R]

∣∇ϕ∣ ○ γ ≥ sup
[R,2R]

∣⟨∇ϕ, γ̇⟩∣ = sup
[R,2R]

∣ d
dt
ϕ ○ γ∣ .

Since a Lip function f ∶ [R,2R] → [0,1] such that f (R) = 1 and f (2R) = 0
must satisfy

sup
[R,2R]

∣ d
dt
f ∣ ≥ C

R
,

the asserted property follows.

We conclude by remarking that there are situations where the standard
choice of radial cut-off functions does not give the best possible result. An
example can be found in [55], see Remark 9 there.



Appendix B

The strong comparison
principle for graphs

This section aims to prove the following comparison result for second order,
elliptic operators in divergence form. The proof is adapted from a classical
paper by R. Schoen, [42].

Theorem B.1. Suppose you are given the non-linear operator

L (f) = div Φ (∇f) ,

where Φ ∶ Rm → Rm is a smooth vector field satisfying the following
conditions:

(a) Φ is symmetric, i.e.,

∂Φj

∂ui
= ∂Φi
∂uj

. (B.1)

(b) The matrix [∂Φi/∂uj] is positive definite, i.e.,

∑
i,j

∂Φj

∂ui
ξiξj ≥ 0, with = 0⇔ ξ = 0. (B.2)

Then, the strong comparison principle holds for L. Namely let f, g ∶ Ω ⊂
Rn → R be C2 functions on a domain Ω satisfying

L (f) −L (g) ≥ 0, on Ω.

Then, f−g cannot attain an interior maximum in Ω unless f−g is constant.
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Example B.2. The mean curvature operator corresponds to the choice

Φ (u) = u
√

1 + ∣u∣2
.

Since
∂Φi
∂uj

= (δij −
uiuj

1 + ∣u∣2
) 1
√

1 + ∣u∣2
,

conditions (B.1) and (B.2) are satisfied. Therefore, according to Theorem
B.1, the strong comparison principle holds for the mean curvature operator.

Proof. By the fundamental theorem of calculus,

Φ (u) −Φ (v) = ∫
1

0

d

dt
Φ (tu + (1 − t) v)dt (B.3)

= ∑
k

(uk − vk)∫
1

0

∂Φ

∂uk
(tu + (1 − t) v)dt.

Using (B.3) and after some direct computations, we obtain

L (f) −L (g) = ∑
k

⎧⎪⎪⎨⎪⎪⎩
∑
i,j

∂2g

∂xi∂xj
∫

1

0

∂2Φj

∂ui∂uk
(t∇f + (1 − t)∇g)dt

⎫⎪⎪⎬⎪⎪⎭

∂ (f − g)
∂xk

+∑
i,j

{∫
1

0
∑
k

∂ (f − g)
∂xk

∂2Φj

∂ui∂uk
(t∇f + (1 − t)∇g) tdt

+∫
1

0

∂Φj

∂ui
(t∇f + (1 − t)∇g)} ∂

2 (f − g)
∂xi∂xj

. (B.4)

Now, observe that

∑
k

∂ (f − g)
∂xk

∂2Φj

∂ui∂uk
(t∇f + (1 − t)∇g) = d

dt

∂Φj

∂ui
(t∇f + (1 − t)∇g) . (B.5)

Therefore, integrating by parts,

∫
1

0
∑
k

∂ (f − g)
∂xk

∂2Φj

∂ui∂uk
(t∇f + (1 − t)∇g) tdt (B.6)

=
∂Φj

∂ui
(∇f) − ∫

1

0

∂Φj

∂ui
(t∇f + (1 − t)∇g)dt.

Inserting (B.6) into (B.4) gives

L (f) −L (g) = L(f − g) , (B.7)

where

L =∑
i,j

aij
∂2

∂xi∂xj
+∑

k

bk
∂

∂xk
,
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and

aij =
∂Φj

∂ui
(∇f) (B.8)

bk = ∑
i,j

∂2g

∂xi∂xj
∫

1

0

∂2Φj

∂ui∂uk
(t∇f + (1 − t)∇g)dt.

Since L is linear, the conclusion follows immediately from the usual strong
maximum principle for second order, linear elliptic operators; see e.g. [10].



Appendix C

The maximum of
subsolutions is a
subsolution

Very often it is useful to produce a subsolution (respectively, a
supersolution) of a given PDE involving an elliptic operator in divergence
form, by taking the maximum (respectively the minimum) of subsolutions
(respectively of supersolutions). Think, for instance, of the proof of the
Liouville result by Yau or the proof of the Ahlfors characterization of
parabolicity. To the best of our knowledge, the most general result in this
direction appears in a paper by V.K. Le, [25]. We shall provide a proof of
this result in the simplified form which is needed in our applications. The
arguments are adapted from Le’s paper.

For the sake of completeness, recall that given u ∈ W 1,p
loc (M) ∩ C0 (M)

its positive part u+ = max (u,0) has the same regularity and

∇u+ = { ∇u, if u > 0,
0, otherwise.

Recall also that, for any α ∈ Liploc (R) we have α ○u ∈W 1,p
loc (M)∩C0 (M)

and the usual chain rule holds, namely,

∇(α ○ u) = α′ (u)∇u, a.e.

Theorem C.1. Let (M,g) be a Riemannian manifold and Φ ∶ TM → TM
an endomorphism satisfying

∣Φ (ξ)∣ ≤ A ∣ξ∣p−1
(C.1)
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and
⟨Φ (ξ) , ξ⟩ ≥ 0, (C.2)

for some constants A > 0, p > 1 and for every vector field ξ. Consider the
second order, elliptic operator

L (u) = div Φ (∇u) + q (x)u, (C.3)

where q ∈ L∞loc (M) . If u ∈W 1,p
loc (M)∩C0 (M) satisfy L (u) ≥ 0 in the sense

of distributions, then u+ = max (u,0) ∈W 1,p
loc (M)∩C0 (M) solves the same

inequality.

Remark C.2. The ϕ-Laplacian corresponds to the choice Φ (ξ) =
∣ξ∣−1

ϕ (∣ξ∣) ξ.

Proof. Take any function λ ∈ C∞ (R) satisfying

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 ≤ λ (t) ≤ 1,
λ′ (t) ≥ 0,
λ (t) = 0, ∀t ≤ 0,
λ (t) = 1, ∀t ≥ 1,

and define
λn (t) = λ (nt) ,

so that λn (t) = 0 for t ≤ 0, λn (t) = 1 if t ≥ 1/n and λ′n (t) ≤ Cn for every
t ∈ R and for some universal constant C > 0. In particular, λn (t) → χ(0,+∞)

pointwise on R. Having fixed 0 ≤ ρ ∈ C∞
c (M) let Ω ⊂⊂ M be a smooth,

relatively compact domain with supp (ρ) ⊂⊂ Ω. Since u+ ∈ W 1,p (Ω), by
standard density results, there exists a sequence {un} ∈ C∞

c (M) such that

u+n → u+ in W 1,p (Ω) .

In particular, up to passing to a subsequence (still denoted by un) we can
assume that

u+n → u+ a.e. in Ω,

and

∥u+n − u+∥W 1,p(Ω) ≤
1

n2
. (C.4)

Using the W 1,p
0 (M) test function

0 ≤ φ = λn (u+n)ρ

in the distributional definition of L (u) ≥ 0 we get

− ∫
M

⟨Φ (∇u) ,∇ρ⟩λn (u+n) − ∫
M

⟨Φ (∇u) ,∇u+n⟩λ′n (u+n)ρ

+ ∫
M
q (x)uλn (u+n)ρ =∶ an + bn + cn ≥ 0.
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We shall prove that

lim
n→+∞

cn = ∫
M
q (x)u+ρ, (C.5)

next
lim
n→+∞

an = −∫
M

⟨Φ (∇u+) ,∇ρ⟩ (C.6)

and, finally,
lim sup
n→+∞

bn ≤ 0. (C.7)

Obviously, this will complete the proof.
Equation (C.5) follows immediately from dominated convergence

because
u+n → u+ a.e. in Ω

and, hence,
λn (u+n) → χ{u>0} a.e. in Ω.

Similarly, in order to obtain (C.6) we note that

∣λn (u+n) ⟨Φ (∇u) ,∇ρ⟩∣ ≤ A ∣∇u∣p−1 ∣∇ρ∣ ∈ L1 (Ω) .

Therefore, we can apply the dominated convergence theorem and deduce

an → −∫
{u>0}∩Ω

⟨Φ (∇u) ,∇ρ⟩ = −∫
{u>0}

⟨Φ (∇u) ,∇ρ⟩ = ∫
M

⟨Φ (∇u+) ,∇ρ⟩ .

It remains to prove (C.7). To this end, we first observe the estimate

bn = −∫
M

⟨Φ (∇u) ,∇u+n⟩λ′n (un)ρ

= −∫
M

⟨Φ (∇u) ,∇u+n −∇u+⟩λ′n (u+n)ρ − ∫
M

⟨Φ (∇u) ,∇u+⟩λ′n (u+n)ρ

≤ ∫
M

∣Φ (∇u)∣ ∣∇u+n −∇u+∣λ′n (u+n)ρ − ∫
{u>0}

⟨Φ (∇u) ,∇u+⟩λ′n (u+n)ρ

=∶ b(1)n + b(2)n .

Now, by the ellipticity condition (C.2) and the fact that ρ, λ′n ≥ 0 we have

b(2)n = −∫
{u>0}

⟨Φ (∇u+) ,∇u+⟩λ′n (u+n)ρ ≤ 0.

On the other hand, using Hölder inequality and (C.4),

b(1)n ≤ sup
M

λ′n (u+n)∫
M

∣Φ (∇u)∣ ∣∇u+n −∇u+∣ρ

≤ ACn∫
M

∣∇u∣p−1 ∣∇u+n −∇u+∣ρ

≤ ACn ∥∇u∥p−1
Lp(Ω)

∥∇u+n −∇u+∥Lp(Ω)

≤ AC
n

∥∇u∥p−1
Lp(Ω)

→ 0.



72 Stefano Pigola and Alberto G. Setti

It follows that
lim sup
n→+∞

bn ≤ lim sup
n→+∞

b(1)n = 0,

as claimed.
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