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Abstract. Given the existence of a solution {f(t, x, z)}t≥0 of the Boltz-
mann equation for hard spheres, we introduce a stochastic differential
equation driven by a Poisson random measure that depends on the den-
sities {f(t, x, z)}t≥0. The marginal distributions of its solution solve a
linearized Boltzmann equation in the weak form. Further, if the distribu-
tions admit a probability density, we establish, under suitable conditions,
that the density at each t coincides with the solution of the Boltzmann
equation f(t, x, z). The stochastic process is therefore called the Boltz-
mann process.
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1 Introduction

The Boltzmann equation describes the time evolution of the density of
molecules in a dilute (or rarified) gas for a given initial distribution. Each
molecule (or particle) moves in a straight line without any external forces
acting on it until it collides with another particle and gets deflected. The
Boltzmann equation forms the basis for the kinetic theory of gases [6].
The Boltzmann equation has the general form

∂f

∂t
(t, x, z) + z · ∇xf(t, x, z) = C(f, f)(t, x, z), (1.1)

where f is a probability density function that depends on time t ≥ 0, the
space (location) variable x ∈ R3, and velocity, z ∈ R3. The function C is
a certain quadratic form in f , called collision operator (or integral).
Set Ξ := (0, π]× [0, 2π). Then C can be written in the general form

C(f, f)(t, x, z) =
∫

R3×Ξ

{f(t, x, z⋆)f(t, x, v⋆)−f(t, x, z)f(t, x, v)}B(z, dv, dθ)dϕ.

(1.2)
The dynamics of collisions are encoded in the collision kernel B(z, dv, dθ).
Each v ∈ R3 in (1.2) denotes the velocity of an incoming particle which
may hit, at the fixed location x ∈ R3, particles whose velocity is z. Let
z⋆ ∈ R3 and v⋆ ∈ R3 denote the resulting outgoing (post-collision) ve-
locities corresponding to the incoming (pre-collision) velocities z and v
respectively. The angle θ ∈ (0, π] denotes the azimuthal or colatitude an-
gle of the deflected velocity, v⋆, and ϕ ∈ [0, 2π) measures the longitude of
v⋆.
In the Boltzmann equation, the collisions are assumed to be elastic and
hence, conservation of momentum and kinetic energy hold, i.e. considering
particles of mass m = 1, the following equalities hold:{

z⋆ + v⋆ = z + v

|z⋆|2 + |v⋆|2 = |z|2 + |v|2
(1.3)

In fact, {
z⋆ = z + (n, v − z)n

v⋆ = v − (n, v − z)n
(1.4)

where
n =

z⋆ − z

|z⋆ − z|
(1.5)

where (·, ·) denotes the scalar product, and | · |, the Euclidean norm in R3.
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Remark 1.1. The Jacobian of the transformation (1.4) is 1 in magnitude,
and (z⋆)⋆ = z since the collision dynamics are reversible.

The outgoing velocity z∗ is then uniquely determined in terms of the co-
latitude angle θ ∈ (0, π] measured from the center, and longitude angle
ϕ ∈ [0, 2π) of the deflection vector n in a sphere with north-pole z and
south-pole v centered at z+v

2 (and with radius determined by the con-
served kinetic energy) which are used in equation (1.1) and (1.2) (see e.g.
the article by H. Tanaka [19] for futher details). It follows

(v − z,n) = |v − z| cos(π
2
− θ

2
) = |v − z| sin(θ

2
), (1.6)

where θ is the angle between v − z and v⋆ − z⋆, and π
2 − θ

2 is the angle
between n and v − z. In polar coordinates we obtain

(v − z,n)dn = |v − z| sin(θ
2
) cos(

θ

2
)dθdϕ (1.7)

Figure 1.1 below visualizes the deflection vector and its angles men-
tioned above.

v+z
2

v

z

v⋆

z⋆

n = v⋆−v
|v⋆−v|

ϕ

π−θ
2

θ

Figure 1.1: Parameterization of collisions
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The collision measure B(z, dv, dθ) appearing in (1.2) has then the form

B(z, dv, dθ) = |v − z| sin(θ
2
) cos(

θ

2
)dθdv. (1.8)

(1.1) with (1.8) is then the ”Boltzmann equation with hard spheres”, pro-
posed by Ludwig Eduard Boltzmann. In further modifications of the
Boltzmann model the collision measure B(z, dv, dθ) is a σ-additive pos-
itive measure defined on the Borel σ-field B(R3) × B((0, π]), depending
(Lebesgue) measurably on z ∈ R3. The form of B depends on the version
of Boltzmann equation one has in mind (see e.g. [20]). In general, one sets

B(z, dv, dθ) = σ(|v − z|)dvQ(dθ) (1.9)

where σ, known as velocity cross-section, is a positive function on R+, and
Q is a σ-finite measure on B((0, π]). If Q is a finite measure, it is called
the cut-off case.

To write (1.1), (1.2) in its weak form (in the functional analytic sense), we
need a result by Tanaka (cf. [18], Appendix):

Proposition 1.2. Let ψ(u, v, y, z) ∈ C0(R12), as a function of u, v, y, z ∈
R3. For each θ ∈ (0, π] fixed∫

R6×[0,2π)

ψ(u, v, u⋆, v⋆)dϕdudv =

∫
R6×[0,2π)

ψ(u⋆, v⋆, u, v)dϕdudv (1.10)

Consider the Boltzmann equation (1.1) with collision operator (1.2). Mul-
tiply (1.1) by a function ψ (of (x, z) ∈ R6) belonging to C1

0 (R6), and
integrate with respect to x and z, using integration by parts, we arrive at
the weak formulation of the Boltzmann equation:∫

R6

ψ(x, z)
∂f

∂t
(t, x, z)dxdz −

∫
R6

f(t, x, z)(z,∇xψ(x, z))dxdz

=

∫
R6

f(t, x, z)Lfψ(x, z)dxdz (1.11)

for all t ∈ R+ with

Lfψ(x, z) =

∫
R3×(0,π]×[0,2π)

{ψ(x, z⋆)− ψ(x, z)}f(t, x, v)B(z, dv, dθ)dϕ,

where B is as in (1.9).

We will introduce in Section 2 the McKean -Vlasov type Stochastic Differ-
ential Equation (SDE) (2.1) and prove that the distribution of its solution
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satisfies the Boltzmann equation in its weak form. In other words, we
construct in Theorem 2.1 the SDE which has its associated Kolmogorov
equation as the Boltzmann equation (1.11). We call its solutions ”Boltz-
mann processes”. Under some suitable regularity conditions on the dis-
tributions, in Section 3 we get the existence of the solutions of (2.1) for
the hard sphere case treated by Boltzmann, however in the non -cutoff
case. To obtain this result we first assume the existence of a solution of
the Boltzmann equation, using which the desired Markov process is con-
structed. This ingenious suggestion was given to us by Professor Presutti.
An alternate way to overcome this obstacle was proposed and studied by
us in relation to the Boltzmann-Enskog equation [2]. For hard and soft
potentials, solvability and uniqueness of the Boltzmann-Enskog equation
were carried out in subsequent works [12] and [13]. Indeed, there is a vast
literature on various aspects of Boltzmann equation or Boltzmann type
equations as well as their stochastic interpretation and we refer the reader
to [7], [9], [11],[10], [16] [18, 19], [20], and the references therein. To our
knowledge this is the first article which constructs the SDE which has its
associated Kolmogorov equation as the Boltzmann equation itself. How-
ever, it is well known, that long time ago Tanaka [18], [19] constructed
the SDE associated to the spatial homogeneous Boltzmann equation. The
McKean Vlasov type SDE (2.1) associated to the Boltzmann equation
(1.11) is constructed here in Section 2 for the non -cutoff case for hard
sphere, as well as for Maxwell molecules, or soft and hard potentials. The
existence of its solutions is obtained here for the non-cutoff case for hard
spheres with σ(|z − v|)= |z − v|.
The solution of (2.1) is obtained by first proving in Theorem 3.2 the exis-
tence of the solution of (3.2), depending on the solution {f(t, x, z)}t∈[0,T ]

of the Boltzmann equation (1.1), and then assuming that its solution has
time-marginal densities for all t ∈ [0, T ]]. In Theorem 3.4 it is proven
that the density marginals of (3.2) coincide with {f(t, x, z)}t∈[0,T ]. We
therefore conclude in Theorem 3.5 that equation (3.2) coincides with the
McKean Vlasov SDE (2.1) and the stochastic process that solves it is a
Boltzmann process with density {f(t, x, z)}t∈[0,T ]), since the latter family
of densities solve the Boltzmann equation (1.1).

Definition 1.3. A collection of densities {f(t, x, z}t∈[0,T ], with x, z ∈ R3,
is a strong (resp. weak) solution of the Boltzmann equation in [0, T ] if for
any t ∈ [0, T ] it solves (1.1) (resp. (1.11)).

We denote by D := D([0, T ],R3) the space of all right continuous func-
tions with left limits on [0, T ] taking values in R3, and equipped with the
topology induced by the Skorohod metric.

Definition 1.4. A stochastic process (Xs, Zs)s∈[0,T ] with values in D×D,
and with their time-marginal probability densities denoted by f(t, x, z) at
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each t ∈ [0, T ], is called a "Boltzmann process" if f(t, x, z) solve equation
(1.11) for all t ∈ [0, T ].

We remark that the infinitesimal generator of a Boltzmann process is
given by (z,∇x)+Lf . Costantini and Marra [8] analyzed hydrodynamical
limits of a process given by a the drift term involving (z,∇x) and Lf in
addition to a martingale.

We use the following notation R0
+ := {t ∈ R : t ≥ 0}. In this article we

assume the following hypothesis.
Hypotheses A:

A1. The measure Q on [0, π) is finite outside any neighbourhood of 0,
and for all ϵ > 0, it satisfies∫ ϵ

0

θQ(dθ) <∞.

A2. The function σ : R0
+ → R0

+ (entering (1.9)) is given by σ(z) := czγ ,
with c > 0, γ ∈ (−1, 1] fixed.

The case of γ = 1 corresponds to hard-sphere interaction, and γ = 0
refers to Maxwellian molecules. When γ ∈ (−1, 0), we are in the realm
of molecules with soft potentials while γ ∈ (0, 1) corresponds to molecules
with hard potentials.

There are many useful consequences of A1. Let us set

α(z, v, θ, ϕ) := (n, (v − z))n (1.12)

Define α̂(z, v, θ, ϕ) := α(z, v, θ, ϕ)σ(|z − v|). Condition A1 implies that
there exists a constant C such that the following estimates hold.∫

Ξ

|α̂(z, v, θ, ϕ)|Q(dθ)dϕ ≤ C|z − v|1+γ , (1.13)

and hence ∫
Ξ

|α̂(z, v, θ, ϕ)|Q(dθ)dϕ ≤ C(|z|1+γ + |v|1+γ). (1.14)

Moreover, the following parameter transformation was introduced for each
z ̸= v in [18] (see also [9], Section 3, or [11]).

α(z, v, θ, ϕ) =
1− cos(θ)

2
(v − z) +

sin(θ)

2
Γ(v − z, ϕ)

= sin2(
θ

2
)(v − z) +

sin(θ)

2
Γ(v − z, ϕ) (1.15)
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for all ϕ ∈ [0, 2π), where

Γ(v − z, ϕ) = I(v − z) cos(ϕ) + J(v − z) sin(ϕ)

and v−z
|v−z| ,

I(v−z)
|v−z| , J(v−z)

|v−z| form an orthogonal basis and hence are defined
through Figure 1, where v−z

|v−z| appears. It follows in particular that∫ 2π

0

Γ(v − z, ϕ)dϕ = 0. (1.16)

In order to study solutions to the Boltzmann equation it is feasible to
study continuity properties of (u− v, n)n in u, v for fixed θ, ϕ. However, it
was already pointed out by Tanaka that (u, v) 7−→ (u − v, n)n cannot be
smooth. To overcome this problem Tanaka introduced in Lemma 3.1 of [18]
another transformation of parameters, which describes a rotation around
the longitude angle, is bijective and has Jacobian 1. As a consequence of
this transformation ϕ0, he proved the following Lemma 1.5.

Lemma 1.5. (cf. [18], [11]) There exists a measurable function ϕ0 :
R12 → (0, 2π] such that

|Γ(v − z, ϕ)− Γ(v′ − z′, ϕ+ ϕ0(z, v, z
′, v′))| ≤ 3|z − v − (z′ − v′)| (1.17)

and hence

|α(z, v, θ, ϕ)−α(z′, v′, θ, ϕ+ϕ0(z, v, z′, v′))| ≤ 2θ(|z−z′|+ |v−v′|) (1.18)

and
|α(z, v, θ, ϕ)| ≤ 2θ(|z|+ |v|) (1.19)

Moreover by using the estimate (1.17), the following inequality is ob-
tained (cf. [11], Section 3):∫ π

0

∣∣∣∣∫ 2π

0

α(z, v, θ, ϕ)− α(z′, v′, θ, ϕ)dϕ

∣∣∣∣Q(dθ) ≤ C(|z − z′|+ |v − v′|), (1.20)

where by an abuse of notation we use the same symbol C > 0 in (1.14)
and (1.20), even though the constants are different.

Let {f(t, x, z)}t∈R0
+

be a collection of densities on (R3×R3,B(R3×R3)).
Let us introduce the operator Ct(f, f)(·) defined through the right side of
equation (1.11)

Ct(f, f)(ψ) :=
∫
R6

f(t, x, z)Lfψ(x, z)dxdz (1.21)
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It is easy to verify that

Ct(f, f)(ψ) = 0 for ψ(x, z) = a+ (b, z) + c|z|2 (1.22)

∀ a, c ∈ , b ∈ R3. (For a rigorous proof see Chapter II.7 [5] or [7], [4].)
The integral form of equation (1.11) corresponds to∫

R6

ψ(x, z)f(t, x, z)dxdz =

∫
R6

ψ(x, z)f(0, x, z)dxdz

+

∫ t

0

∫
R6

f(t, x, z){(z,∇xψ(x, z)) + Lfψ(x, z)}dxdzds, (1.23)

It is worthwhile to note that if a second collection of probability den-
sities {g(t, x, z)}t∈R0

+
on (R3 × R3,B(R3 × R3)) is given, then

CS
t (f, g)(ψ) = 0 for ψ(x, z) = a+ (b, z) + c|z|2 (1.24)

∀ a, c ∈ , b ∈ R3 with the operator CS
t defined through

CS
t (f, g)(·) := Ct(f, g)(·) + Ct(g, f)(·) (1.25)

with
Ct(f, g)(ψ) :=

∫
R6

g(t, x, z)Lfψ(x, z)dxdz. (1.26)

The following Povzner type inequality is essentially contained in [16,
Lemma 3.6]. (See also [7], Theorem 6.2.1 and Appendix B of Chapter 6
for p ≥ 2 and references there.)

Lemma 1.6. For all θ ∈ (0, π], p ≥ 2 and γ ∈ (0, 1],∫ 2π

0

(
⟨z + α(z, v, θ, ϕ)⟩2p + ⟨v − α(z, v, θ, ϕ)⟩2p − ⟨z⟩2p − ⟨v⟩2p

)
dϕ

≤− sin2(θ)

2

(
⟨v⟩2p + ⟨z⟩2p

)
+ Cp sin

2(θ)

⌊ p+1
2 ⌋∑

k=1

(
⟨v⟩2k⟨z⟩2p−2k + ⟨v⟩2p−2k⟨z⟩2k

)
,

where ⟨v⟩ := (1 + |v|2) 1
2 , ⌊x⌋ ∈ Z is defined by ⌊x⌋ ≤ x < ⌊x⌋ + 1 and

Cp > 0 is some constant.

Using conservation laws and Lemma 1.6, it can be proven that if
{f(t, x, u)}t∈[0,T ] is a weak solution of the Boltzmann equation in [0, T ],
with initial finite second moment, i.e.

∫
R6 |z|2f(0, x, z)dxdz <∞, then for

all p ≥ 1 ∫
R6

|z|pf(t, x, z)dxdz <∞ ∀t ∈ [0, T ]. (1.27)
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For a proof we refer the reader to [16, Theorem 3.6].

Let {µt(dx, dz)}t∈R0
+

be a collection of probabilities on (R3×R3,B(R3×
R3)). Let us define the operator

Ct(f, µ)(ψ) :=
∫
R6

Lfψ(x, z)µt(dx, dz). (1.28)

acting on all ψ for which the integral on the right side is finite.

Lemma 1.7.

Ct(f, µ)(|z|2) =
∫
R9×Ξ

(|v|2 − |z|2)σ(|z − v|) sin2(θ
2
)Q(dθ)dϕf(t, x, v)dvµt(dx, dz).

(1.29)

Proof.

Ct(f, µ)(|z|2) =
∫
R6

Lf |z|2µt(dx, dz) (1.30)

=

∫
R9×Ξ

(|z⋆|2 − |z|2)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz).

Moreover,

Ct(f, µ)(|z|2)

=

∫
R9×Ξ

(|z⋆|2 + |v⋆|2 − |z|2 − |v|2)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz)

−
∫
R9×Ξ

(|v⋆|2 − |v|2)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz)

−
∫
R9×Ξ

(|v⋆|2 − |v|2)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz), (1.31)

where in the last equality we used that the kinetic energy is conserved
during the elastic collision, see (1.3).

Combining equation (1.30) and (1.31), we obtain

Ct(f, µ)(|z|2)

=
1

2

∫
R9×Ξ

[
|(z⋆|2 − |z|2)− (|v⋆|2 − |v|2)

]
σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz)

=
1

2

∫
R9×Ξ

[
(|z|2 + 2(z, α) + |α|2 − |z|2)− (|v|2 − 2(v, α) + |α|2 − |v|2)

]
× σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz)

=

∫
R9×Ξ

(z + v, α)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz), (1.32)
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Using the parametrization (1.15) for α = α(z, v, θ, ϕ) and (1.16) we obtain

Ct(f, µ)(|z|2)

= +

∫
R9×Ξ

(z + v, v − z) sin2(
θ

2
)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz)

= −
∫
R9×Ξ

(|z|2 − |v|2) sin2(θ
2
)σ(|z − v|)Q(dθ)dϕf(t, x, v)dvµt(dx, dz)

The plan of this article is the following: In Section 2, given a family
of densities {f(t, x, z)}t∈[0,T ] satisfying few regularity conditions stated in
conditions B0 - B3, we construct the McKean -Vlasov type Stochastic
Differential Equation (SDE) (2.1) and prove in Theorem 2.1 that, if its
solution (X·, Z·) exists, its density time marginals {f(t, x, z)}t∈[0,T ] satisfy
the Boltzmann equation in its weak form (1.11). The SDE (2.1) is of
McKean -Vlasov type, because the time marginals of the density of the
solving process appear also in the compensator of the Poisson noise. In
Section 3 we consider the hard sphere case without cutoff (γ = 1) and
construct the SDE (3.2) of the same form, by depending in the same way
as in (2.1) through the compensator on {f(t, x, z)}t∈[0,T ], however without
making any assumption on the distribution of its solution. This equation
is hence not any more of McKean -Vlasov type, despite the r.h.s. is defined
in the same way. In the Paragraphs 3.1 and 3.2 we make the additional
assumption that {f(t, x, z)}t∈[0,T ] is a collection of densities which solves
the Boltzmann equation (1.1). In Paragraph 3.1 in Theorem 3.2 we get
that under few regularity conditions B4 - B6 on {f(t, x, z)}t∈[0,T ] (3.2) has
a weak solution (X·, Z·) in [0, T ]. In Paragraph 3.2 we prove in Theorem 3.4
that under the hypothesis that (X·, Z·) has a density (and few integrability
conditions stated in condition C1) its density coincides with the solution of
the Boltzmann equation {f(t, x, z)}t∈[0,T ] appearing in the compensator.
As a direct consequence we can conclude in Theorem 3.5 that the SDE (3.2)
coincides with the McKean VLasov SDE (2.1) and the solving stochastic
process is a Boltzmann process with density {f(t, x, z)}t∈[0,T ]. We have so
constructed a Boltzmann process with density {f(t, x, z)}t∈[0,T ] solving the
Boltzmann equation (1.1). The Kolmogorov equation of this Boltzmann
process is (1.1).

Acknowledgments. The authors are very thankful to Professor Errico
Presutti for suggesting us to use a given solution of the Boltzmann equation
in order to construct a Boltzmann process. The second author considers
herself blessed for having had the opportunity to write her Doctoral Thesis
under the supervision of Errico Presutti.
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2 The Boltzmann process

We use the following notation throughout the paper. U0 = D × [0, π) ×
(0, 2π].

Let {f(t, x, v)}t∈R0
+

be a collection of densities on (R3 × R3,B(R3 ×
R3)). Then m(t, v) denotes the marginal density of velocity v at time t,
i.e. m(t, v) :=

∫
R3 f(t, x, v)dx so that f(t, x|v)m(t, v) := f(t, x, v), upon

disintegration of measures.

Hypotheses B: We assume that t → f(t, x, v) is differentiable for each
x, v ∈ R3 fixed, and satisfies

B0. |∂f∂t | is bounded on any compact subset of R0
+ × R6.

B1. ∂f
∂t (t, ·) ∈ L1(R6), ∀t ∈ R0

+,

B2. supx∈R3

∫
R3 |u|1+γf(s, x, u)du ∈ C([0, T ]) ∀ T > 0.

B3. supx∈R3

∫
R3 |u|1+γ ∂

∂tf(t, x, u)du ∈ L1([0, T ]) ∀ T > 0.

Theorem 2.1. Let {f(t, x, v)}t∈R0
+

be a collection of densities which sat-
isfies hypothesis B. Suppose that the hypothesis A holds. Let X0 and Z0 be
R3- valued random variables. Suppose that for any fixed T > 0 there exists
a stochastic basis (Ω,F , (Ft)t∈[0,T ],P), an adapted process (Xt, Zt)t∈[0,T ]

with values on D×D, which has time marginals with density f(t, x, v), and
such that it satisfies a.s. the following stochastic equation for t ∈ [0, T ]:


Xt = X0 +

∫ t

0

Zsds

Zt = Z0 +

∫ t

0

∫
U0×R0

+

α(Zs, vs, θ, ϕ)1[0, σ(|Zs−vs|)f(s,Xs|vs)](r)dN,

(2.1)
where dN := N(dv, dθ, dϕ, dr, ds) is a Poisson random measure with com-
pensator m(s, v)dvQ(dθ)dϕdsdr. Then (Xt, Zt)t∈[0,T ] is a Boltzmann pro-
cess.
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Proof. From (1.14) it follows for each T > 0

∫ T

0

E[
∫
U0×R0

+

|α(Zs, vs, θ, ϕ)|1[0, σ(|Zs−vs|)f(s,Xs|vs)](r)m(s, v)dvQ(dθ)dϕdr]ds

=

∫ T

0

E[
∫
U0

|α̂(Zs, vs, θ, ϕ)|f(s,Xs, v)dvQ(dθ)dϕ]ds

≤ C

∫ T

0

∫
R9

(|z|1+γ + |v|1+γ)f(s, x, z)f(s, x, v)dxdzdvds,

≤ 2C

∫ T

0

sup
x∈R3

∫
R6

(
|z|1+γf(s, x, z)dz

)
f(s, x, v)dvdxds <∞.

for some constant C > 0. In the above estimates we have used that the
function f(t) is the probability density of the process (Xt, Zt), as well the
assumption A2 and B2. It follows that we can apply the Itô formula to
(Xs, Zs)s∈R+ [17]. In fact let t, ∆t > 0, ψ ∈ C2

0 (R3 × R3), then

ψ(Xt+∆t, Zt+∆t)

= ψ(Xt, Zt) +

∫ t+∆t

t

(Zs,∇xψ(Xs, Zs))ds

+

∫ t+∆t

t

∫
U0×R+0

{
ψ(Xs, Zs + α(Zs, vs, θ, ϕ)1[0, σ(|Zs−vs|)f(s,Xs|vs)](r))

− ψ(Xs, Zs)
}
dN

It follows that

E[ψ(Xt+∆t, Zt+∆t)− ψ(Xt, Zt)]

= E

[∫ t+∆t

t

(Zs,∇xψ(Xs, Zs))ds

]

+ E

[∫t+∆t

t

∫
U0

{ψ(Xs, Zs+ α(Zs, vs, θ, ϕ))−ψ(Xs, Zs)}

× σ(|Zs−vs|)f(s,Xs,vs)dvQ(dθ)dϕds

]
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Upon dividing by ∆t on both sides, we obtain

lim
∆t↓0

1

∆t

∫
R6

ψ(x, u){f(t+∆t, x, u)− f(t, x, u)}dxdu

= lim
∆t↓0

1

∆t

∫ t+∆t

t

∫
R6

(u,∇xψ(x, u))f(s, x, u)dxduds+

lim
∆t↓0

1

∆t

∫ t+∆t

t

∫
R6×R3×[0,π)×(0,2π]

{ψ(x, u+ α(u, v, θ, ϕ))− ψ(x, u)}

× σ(|u− v|)f(s, x, v)f(s, x, u)dvQ(dθ)dϕdxduds (2.2)

Letting ∆t → 0 in every term of (2.2) we obtain (1.11). Indeed, for
e.g., let us consider the second term on the right side of (2.2). To find this
limit, we first prove the continuity of the function

g(s) :=

∫
R6×R3×[0,π)×(0,2π]

{ψ(x, u+ α(u, v, θ, ϕ))− ψ(x, u)}

× σ(|u− v|)f(s, x, v)f(s, x, u)dvQ(dθ)dϕdxdu.

Since

{ψ(x, u+ α(u, v, θ, ϕ))− ψ(x, u)} ≃ ∇uψ(x, u)α(u, v, θ, ϕ)

with (x, z) ∈ K compact set, and

|α(u, v, θ, ϕ)|σ(|u− v|) ≤ |u− v|1+γ | sin(θ
2
)|,

by denoting with F a compact set in R3 which includes all projections x
of (x, z) ∈ K, it follows that

|g(s)− g(s0)| ≤ C

∫
F×R6

|f(s, x, u)f(s, x, v)− f(s0, x, u)f(s0, x, v)|

× (|u|γ+1 + |v|γ+1)dxdudv, (2.3)

with
C := ∥∇uψ∥∞2π

∫ π

0

θQ(dθ)

We split the integral on the right side of (2.3) into two terms, one with
|u|γ+1 (resp. |v|γ+1), and get∫

F×R6

|f(s, x, u)f(s, x, v)− f(s0, x, u)f(s0, x, v)||u|γ+1dxdudv

=

∫
F×R6

|f(s, x, u)f(s, x, v)− f(s, x, u)f(s0, x, v)||u|γ+1dxdudv

+

∫
F×R6

|f(s, x, u)f(s0, x, v)− f(s0, x, u)f(s0, x, v)||u|γ+1dxdudv

=J1(s) + J2(s) (2.4)
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where J1(s) (resp. J2(s)) is the first (resp. second) term on the right side
of (2.4).

J1(s) =

∫
F×R6

|u|γ+1f(s, x, u)|
∫ s

s0

∂f

∂r
(r, x, v)dr|dxdudv

≤
(
sup
x∈R3

∫
R3

|u|γ+1f(s, x, u)du

)∫ s

s0

∫
R6

|∂f
∂r

(r, x, v)|dxdvdr

By B1 and B2 lims→s0 J1(s) = 0.
Let us consider J2(s).

J2(s) =

∫
F×R6

|u|γ+1f(s0, x, v)|
∫ s

s0

∂f

∂r
(r, x, u)dr|dxdudv

≤
∫ s

s0

∫
F×R3

(∫
R3

|u|γ+1|∂f
∂r

(r, x, u)|du
)
f(s0, x, v)dxdvdr

Since supx∈R3

∫
R3 |u|γ+1|∂f∂r (r, x, u)|du is integrable in [s0, s] by B3, we

obtain lims→s0 J2(s) = 0.
Likewise, and without any changes in the arguments it follows

lim
s→s0

C

∫
F×R6

|f(s, x, u)f(s, x, v)− f(s0, x, u)f(s0, x, v)||v|γ+1dxdudv = 0

Hence lims→s0 g(s) = g(s0), so that g is a continuous function and

lim
∆t↓0

1

∆t

∫ t+∆t

t

g(s)ds = g(t).

Note that in the above arguments we have taken s > s0 for simplicity. One
may also take s0 > s.

Theorem 2.1 motivates the following Definition.

Definition 2.2. Let {f(t, x, v)}t∈R0
+

be a collection of densities satisfying
Hypothesis B. Suppose that for any fixed T > 0, there exists a stochas-
tic basis (Ω,F , (Ft)t∈[0,T ],P) and an adapted process (Xt, Zt)t∈[0,T ] with
values on D× D such that

i) (Xt, Zt)t∈[0,T ] has time marginals with density f(t, x, u), for t ∈
[0, T ],

ii) (Xt, Zt)t∈[0,T ] is a solution of the McKean -Vlasov SDE (2.1).

Then we say that “the McKean -Vlasov equation (2.1) with density func-
tions {f(t, x, v)}t∈R0

+
is associated to the the Boltzmann equation (1.1)”.

If the above property holds for T ∈ [0, S] with S > 0, then the McKean
-Vlasov SDE (2.1) with density functions {f(t, x, v)}t∈[0,S] is associated to
the Boltzmann equation (1.1) up to time S.
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Remark 2.3. Let us assume hypothesis A. From Theorem 2.1 it follows
that any stochastic process (Xt, Zt)t∈[0,T ] solving a McKean -Vlasov equa-
tion (2.1) associated to the Boltzmann equation (1.11) is (according to
Definition 1.4) a Boltzmann process. The Boltzmann equation (1.11) is
hence the Kolmogorov equation associated to the McKean -Vlasov equa-
tion (2.1).

3 Existence of the Boltzmann process
In Theorem 2.1 we proved that any process (Xt, Zt)t∈[0,T ] solving the McK-
ean -Vlasov equation (2.1) associated to (1.11) in [0, T ] is a Boltzmann
process. In this section we analyze the following: given a strong solution
{f(t, x, z)}t∈[0,T ] of the Boltzmann equation (1.1), we find sufficient condi-
tions for the existence of a solution of the McKean -Vlasov equation (2.1)
with density {f(t, x, z)}t∈[0,T ]. The solution process (Xt, Zt)t∈[0,T ] is then
a Boltzmann process.

We present an overview on the construction of Boltzmann processes.
We briefly outline the construction of the process (Xt, Zt)t∈[0,T ] under
suitable conditions before stating the main result on Boltzmann processes.
The proofs of the ensuing results on the existence of a solution to a certain
linearized stochastic system will appear in a separate paper [1].

3.1 Construction of a solution of a SDE defined
through a collection of densities solving (1.1)

In this paragraph, we assume that {f(t, x, z)}t∈[0,T ] is a collection of den-
sities which solves the Boltzmann equation (1.1) and satisfies the following
conditions:

B4. sups∈[0,T ],x∈R3

∫
R3 f(s, x, v)dv ≤ CT <∞.

B5. For every K > 0, there exists a corresponding constant CK
T > 0 such

that

sup
s∈[0,T ],|x|≤K

∫
R3

max(1, |v|1+γ)|∇xf(s, x, v)|dv ≤ CK
T <∞.

B6. sups∈[0,T ],x∈R3

∫
R3 |v|γ+2f(s, x, v)dv ≤ cT <∞.

On any fixed filtered probability space (Ω,F , (Ft)t∈[0,T ],P) satisfying the
usual conditions, let ST := S1

T (Rd) denote the linear space of all adapted
càdlàg processes (Xt)t∈[0,T ] with values on Rd equipped with norm

∥X∥S1
T
:= E[ sup

s∈[0,T ]

|Xs|]. (3.1)
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Under hypotheses B4 - B6, and adopting the notation

f(s, x, v) = f(s, x | v)m(s, v)

upon disintegration of measures, we first prove the existence of a weak
solution to the stochastic differential equation

Xt = X0 +

∫ t

0

Zsds

Zt = Z0 +

∫ t

0

∫
U0×R0

+

α(Zs, vs, θ, ϕ)1[0, σ(|Zs−vs|)f(s,Xs|vs)](r)dN,

(3.2)
for t ∈ [0, T ] where dN := N(dv, dθ, dϕ, dr, ds) with its compensator given
by m(s, v)dvQ(dθ)dϕdsdr with values in S1

T := S1
T (R3 × R3).

Here we do not assume that (3.2) is of McKean -Vlasov type.
First, we recall the definition of weak solutions in the context of stochas-

tic analysis [15].

Definition 3.1. A “weak solution” of equation (3.2) in the time interval
[0, T ] is a triplet ((Ω,F , (Ft)t∈[0,T ],P), N(dv, dθ, dϕ, dr, ds), (Xt, Zt)t∈[0,T ])
for which the following properties hold:

• (Ω,F , (Ft)t∈[0,T ],P) is a stochastic basis;

• N(dv, dθ, dϕ, dr, ds) is an adapted Poisson random measure with
compensator m(s, v)dvQ(dθ)dϕdsdr;

• (X·, Z·) := (Xt, Zt)t∈[0,T ]) is an adapted càdlàg stochastic process
with values in Rd × Rd which satisfies (3.2) P -a.s.

The existence of solutions to the stochastic system (3.2) is stated in
the following theorem, proven in [1].

Theorem 3.2. Let γ = 1 and Hypothesis A be satisfied. Let T > 0
and {f(t, x, v)}t∈[0,T ] be a collection of densities which satisfy f(t, x, u) ∈
C([0, T ] × R6) and Hypotheses B. Let the initial distribution of (X0, Z0)
admit finite second moment. There exists a weak solution

((Ω,F , (Ft)t∈[0,T ],P), N(dv, dθ, dϕ, dr, ds), (Xt, Zt)t∈[0,T ])

of (3.2) such that (X·, Z·) ∈ S1
T . Moreover,

sup
t∈[0,T ]

E[|Xt|2] + sup
t∈[0,T ]

E[|Zt|2] <∞ (3.3)
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The proof of the theorem uses truncation of the functions α and σ in
order to first obtain the existence of a solution to (3.2) up to a stopping
time. This is wrought by constructing a suitable Picard scheme. Next,
any such solution is shown to be extendable to the whole of [0, T ] by
patching of measures. It is worthwhile to remark that our methods lead to
a weak solution (in the sense of stochastic analysis), and we do not claim
uniqueness of solutions.

We remark that the estimate (3.3) is proven by symmetry arguments
similar to those appearing in the proof of Lemma 1.2. The form of the
stochastic system (3.2) with the process taking values in R6 at each t ∈
[0, T ], one obtains that the solution lies in D× D.

3.2 Construction of Boltzmann processes with densi-
ties satisfying (1.1)

We recall the concept of relative entropy which plays a key role in the proof
of the following theorem. Recall that for any two probability measures
µ, ν on a common measurable space (X,X ), the relative entropy of ν with
respect to µ, denoted R(ν ||µ), is defined by

R(ν ||µ) =
∫
X

(
log

dν

dµ

)
dν

if ν is absolutely continuous with respect to µ. Otherwise, we setR(ν ||µ) =
∞. The following Lemma is well known.

Lemma 3.3. Let µ, ν be two probability measures on a measurable space
(X,X ). Then R(ν ||µ) ≥ 0 and R(ν ||µ) = 0 if and only if µ = ν.

We assume that {f(t, x, z)}t∈[0,T ] is a collection of densities which
solves the Boltzmann equation (1.1) and satisfies hypotheses B as well
as the following condition:

C1. The densities f(t, x, z) and g(t, x, z) are in C1,2([0, T ] × R6) and
are strictly positive-valued functions with g log g, g log f ∈ L1(R6) for each
t ∈ [0, T ] and lim|x|→∞ g(t, x, z) = 0 and g(0, x, z) = f(0, x, z) a.s.

Theorem 3.4. Let (Xt, Zt)t∈[0,T ] be a stochastic process that solves the
stochastic system (3.2). Suppose that (Xt, Zt)t∈[0,T ] has time marginals
with density g(t, x, z), for each t ∈ [0, T ]. Suppose that {f(t, x, z)}t∈[0,T ]

and {g(t, x, z)}t∈[0,T ] satisfy hypotheses B0−B6 and C1. Then g(t, x, z) =
f(t, x, z) a.e. for all t ∈ [0, T ].

Proof. We will write R(g || f) for the relative entropy of the measure with
probability density g with respect to the measure with probability density
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f . The theorem is proved by establishing the following equality.

Rt(g|f) :=
∫
R6

log

(
g(t.x.z)

f(t, x, z)

)
g(t, x, z)dxdz = 0 ∀t ∈ [0, T ] (3.4)

We first apply the Itô formula [14] to log(g(t,Xt, Zt)), where (Xt, Zt)t∈[0,T ]

solves (3.2) and take expectation to obtain

∫
R6

log (g(t, x, z))g(t, x, z)dxdz −
∫
R6

log (g(0, x, z))g(0, x, z)dxdz

=

∫ t

0

∫
R6×R3×Ξ

{log (g(s, x, z⋆))− log (g(s, x, z))}

× σ(|z − v|)f(s, x, v)g(s, x, z)Q(dθ)dϕdvdxdzds. (3.5)

Indeed, in arriving at (3.5), we have used the following two calculations:

(i)
∫ t

0

∫
R6

∂

∂s
log (g(s, x, z))g(s, x, z)dxdzds

=

∫ t

0

∫
R6

∂

∂s
g(s, x, z)dxdzds =

∫
R6

(g(t, x, z)− g(0, x, z))dxdz = 0

since g is a probability density.

(ii)
∫
R6

z · ∇x log (g(s, x, z))g(s, x, z)dxdz =

∫
R6

z · ∇xg(s, x, z)dxdz = 0

where the last equality is obtained by integrating and using the condition
that lim

|x|→∞
g(t, x, z) = 0. Likewise, one obtains upon taking expectation

and recalling that {f(t, x, z)}t∈[0,T ] is a collection of densities which solves
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the Boltzmann equation (1.1),∫
R6

log (f(t, x, z))g(t, x, z)dxdz −
∫
R6

log (f(0, x, z))g(0, x, z)dxdz

=

∫ t

0

∫
R6

C(f, f)(s, x, z)
f(s, x, z)

g(s, x, z)dxdzds

+

∫ t

0

∫
R6×R3×Ξ

{log (f(s, x, z⋆))− log (f(s, x, z))}

× σ(|z − v|)f(s, x, v)g(s, x, z)Q(dθ)dϕdvdxdzds

=

∫ t

0

∫
R9×Ξ

{ g(s, x, z
⋆)

f(s, x, z⋆)
− g(s, x, z)

f(s, x, z)
}

× σ(|z − v|)f(s, x, v)f(s, x, z)Q(dθ)dϕdvdxdzds ,

+

∫ t

0

∫
R6×R3×Ξ

{log (f(s, x, z⋆))− log (f(s, x, z))}

× σ(|z − v|)f(s, x, v)g(s, x, z)Q(dθ)dϕdvdxdzds. (3.6)

It is worthwhile to note that the last equality in the above display results
upon rewriting∫ t

0

∫
R6

C(f, f)(s, x, z)
f(s, x, z)

g(s, x, z)dxdzds

=

∫ t

0

∫
R9×Ξ

{f(s, x, z⋆)f(s, x, v⋆)− f(s, x, z)f(s, x, v)}

× σ(|z − v|) g(s, x, z)
f(s, x, z)

Q(dθ)dϕdvdxdzds

=

∫ t

0

∫
R9×Ξ

{ g(s, x, z
⋆)

f(s, x, z⋆)
− g(s, x, z)

f(s, x, z)
}

× σ(|z − v|)f(s, x, v)f(s, x, z)Q(dθ)dϕdvdxdzds ,

by using Proposition 1.2.
Combining equations (3.5) with (3.6) we obtain that

Rt(g|f)

=

∫
R6

log (g(t, x, z))g(t, x, z)dxdz −
∫
R6

log (f(t, x, z))g(t, x, z)dxdz

=

∫ t

0

∫
R9×Ξ

[
g(s, x, z)

f(s, x, z)
{1 + log

(
g(s, x, z⋆)/f(s, x, z⋆)

g(s, x, z)/f(s, x, z)

)
} − g(s, x, z⋆)

f(s, x, z⋆)

]
× σ(|z − v|)f(s, x, v)f(s, x, z)Q(dθ)dϕdvdxdzds (3.7)
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Transforming (3.7) in the equivalent equation below, and recalling that for
x ≥ 0 we have 1 + log (x)− x ≤ 0, we easily see that

Rt(g|f)

=

∫ t

0

∫
R9×Ξ

[
1 + log

(
g(s, x, z⋆)/f(s, x, z⋆)

g(s, x, z)/f(s, x, z)

)
− g(s, x, z⋆)/f(s, x, z⋆)

g(s, x, z)/f(s, x, z)

]
× g(s, x, z)

f(s, x, z)
σ(|z − v|)f(s, x, v)f(s, x, z)Q(dθ)dϕdvdxdzds

≤0.

However, by Lemma 3.3, Rt(g|f) ≥ 0, and hence, Rt(g|f) = 0.

Under the assumptions of Theorem 3.4 it follows that (Xt, Zt)t∈[0,T ]

in Theorem 3.2 solves the McKean-Vlasov equation (2.1) associated to
the Boltzmann equation (1.1) and is a Boltzmann process with densities
{f(t, x, z)}t∈[0,T ] up to time T . It is worthwhile to recall that γ = 1
corresponds to the case of hard-sphere interaction.

The main result of this work is given below:

Theorem 3.5. Let Hypotheses A be satisfied and γ = 1. Assume that
{f(t, x, z)}t∈[0,T ] is a collection of densities which solves the Boltzmann
equation (1.1), and satisfies the hypotheses B0−B6. Let the random vector
(X0, Z0) have finite second moment. Suppose that the weak solution of the
stochastic system (3.2) has its distribution that admits a probability density
at each time t ∈ [0, T ] given by g(t, x, z). If condition C1 is satisfied by
{f(t, x, z)}t∈[0,T ] and {g(t, x, z)}t∈[0,T ], then the McKean-Vlasov equation
(2.1) (that involves {f(t, x, z)}t∈[0,T ]) has a weak solution in [0, T ] with
values in D×D, and its Kolmogorov equation coincides with equation (1.1).

Proof. The result follows from Theorem 3.2 and Theorem 3.4. In fact,
equation (3.2) coincides with the McKean Vlasov SDE (2.1) and its solu-
tion is a Boltzmann process with time-marginal densities {{f(t, x, z)}t∈[0,T ]}
since the latter solve the Boltzmann equation (1.1).

References

[1] S. Albeverio, B. Rüdiger, and P. Sundar. Boltzmann processes and
their construction. In preparation.

[2] S. Albeverio, B. Rüdiger, and P. Sundar. The Enskog Process. J.
Stat. Phys., 167(1):90–122, 2017.



On the construction and identification of Boltzmann processes 21

[3] L. Boltzmann. Vorlesungen über Gastheorie. J. A. Barth, Leipzig,
1896. Part I; Part II. transl. by S. B. Brush, Lectures on Gas Theory,
Univ. Calif. Press, Berkeley, 1964.

[4] A. Bressan. Notes on the Boltzmann equation. Lecture Notes for a
Summer Course given at S.I.S.S.A., 2005.

[5] C. Cercignani. Theory and application of the Boltzmann Equation.
Elsevier, New York, 1975.

[6] C. Cercignani. The Boltzmann Equation and its Applications.
Springer, New York, 1988.

[7] C. Cercignani, R. Illner, and M. Pulvirenti. The Mathematical Theory
of Dilute Gases, volume 106 of Appl. Math. Sci. Springer, New York,
1994.

[8] C. Costantini and R. Marra. Hydrodynamic limits for the Boltzmann
process. J. Stat. Phys., 67(1-2):229–249, 1992.

[9] N. Fournier. Finiteness of entropy for the homogenous Boltzmann
equation with measure initial condition. Ann. of Appl. Probab.,
25(2):860–897, 2015.

[10] N. Fournier and S. Méléard. A stochastic particle numerical
method for 3D Boltzmann equations without cutoff. Math. Comp.,
71(238):583–604, 2002.

[11] N. Fournier and C. Mouhot. On the Well-Posedness of the Spatially
Homogenous Boltzmann Equation with a moderate Angular Singu-
larity. Commun. Math. Phys., 289:803–824, 2009.

[12] M. Friesen, B. Rüdiger, and P. Sundar. The Enskog process for hard
and soft potentials. Nonlinear Diff. Eqns and Appl., 26(20):42pp.,
2019.

[13] M. Friesen, B. Rüdiger, and P. Sundar. On uniqueness and stability
for the Boltzmann–Enskog equation. Nonlinear Diff. Eqns and Appl.,
29(25):25pp., 2022.

[14] N. Ikeda and S. Watanabe. Stochastic Differential Equations and
Diffusion Processes, volume 24 of North-Holl. Math. Libr. North-
Holland Publishing Co., Amsterdam, Oxford, New York, 1989.

[15] I. Karatzas and S. E. Shreve. Brownian motion and stochastic calcu-
lus, volume 113 of Grad. Texts Math. Springer, New York, 1991.



22 S. Albeverio, B. Rüdiger, and P. Sundar

[16] X. Lu and C. Mouhot. On measure solutions of the Boltzmann equa-
tion, part I: Moment production and stability estimates. J. Diff. Eqn.,
252(4):3305–3363, 2012.

[17] B. Rüdiger and G. Ziglio. Itô formula for stochastic integrals w.r.t.
compensated Poisson random measures on separable Banach spaces.
Stochastics, 78(6):377–410, 2006.

[18] H. Tanaka. Probabilistic treatment of the Boltzmann equation of
Maxwellian molecules. Z. Wahr. verw. Gebiete, 46:67–105, 1978.

[19] H. Tanaka. Stochastic differential equations corresponding to the spa-
tially homogeneous Boltzmann equation of Maxwellian and non cut-
off type. J. Fac. Sci. Univ. Tokyo, Sect. A, Math., 34:351–369, 1987.

[20] C. Villani. A Review of Mathematical Topics in Collisional Kinetic
Theory. In S. Friedlander and D. Serre, editors, Handbook of Mathe-
matical Fluid Dynamics, volume I, pages 71–305. North-Holland, Am-
sterdam, 2002.

S. Albeverio
Institute of Applied Mathematics and HCM
BiBoS, IZKS, University of Bonn
Germany
albeverio@iam.uni-bonn.de

B. Rüdiger �
Bergische Universität Wuppertal
Fakultät 4 -Fachgruppe Mathematik-Informatik
Gauss str. 20
42097 Wuppertal, Germany
ruediger@uni-wuppertal.de

P. Sundar
Department of Mathematics
Louisiana State University
Baton Rouge
LA 70803, USA
psundar@lsu.edu

mailto:albeverio@iam.uni-bonn.de
mailto:ruediger@uni-wuppertal.de
mailto:psundar@lsu.edu

	Introduction
	The Boltzmann process
	Existence of the Boltzmann process
	Construction of a solution of a SDE defined through a collection of densities solving (1.1)
	Construction of Boltzmann processes with densities satisfying (1.1)

	References

