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Abstract. The contact process, introduced by Ted Harris in 1974, is a
class of interacting particle systems which can be taken as a model for the
spread of epidemics in a population modelled by a graph. Although the
process was introduced and first studied in lattices, in the last two decades
there has been significant interest and progress on its behavior on random
graphs that capture aspects of real-world populations. The aim of these
notes is to illustrate this with some of the recent advances, as well as to
provide a point of entry into the topic. After giving a crash course on the
contact process and related tools, we focus on two subjects: metastability
results that hold independently of the geometry of the underlying graph,
and the behavior on Bienaymé–Galton–Watson trees.
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Preface

“Contact interactions on a lattice”, by Ted Harris [34], was published fifty
years before the time of writing of the present text. The contact process
has since become one of the central models in the field of interacting par-
ticle systems, and there are good reasons for that. I will name a few.
First, it is an individual-based model of epidemics, in which the role of
geometry is prominent. Second, it presents rich behavior, some early high-
lights of which are the phase transition on the Euclidean lattice and the
double phase transition on regular trees. Third, it has clear connections
to percolation theory. Fourth, it is moldable, lending itself to be changed
into variants such as multi-type processes that model competition between
species, or multi-stage processes that model diseases with immunization
periods. Fifth, it is mathematically tractable, as it enjoys certain key
properties such as monotonicity and self-duality.

This text is a guide to some results on the contact process in the last two
decades, with a focus on two main topics: metastability and the behavior
on Bienaymé–Galton–Watson trees. Admittedly, there is quite some bias
towards my own work (with collaborators), and for this reason, I should
emphasize that this is not an attempt to provide an exhaustive account of
the progress in the topic, in any period of time. Nevertheless, the hope is
that, being an aggregation of several related things in one place, it may be
useful to readers who are new to the field.

A note about how results are cited is in order, since many of the results
mentioned here are not due to my own work. When stating the main
results (theorems), I have included the original source(s) and the name of
the authors. For smaller results (claims, lemmas, propositions), the source
is not always explicitly stated.

Leamington Spa, November 2024

Daniel Valesin
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Chapter 1

Introduction

1.1 Background

The contact process is a class of interacting particle systems introduced
by Ted Harris [34] in 1974. It is usually taken as a model for the spread
of an infection in a population. In mathematical epidemiology, similar
compartmental models (that is, models where a population is split into
“compartments”, such as “susceptible” and “infected”) have been studied
for much longer, with an important early reference being Kermack and
McKendrik [40].

The dynamics of the contact process can be briefly described as fol-
lows. At any point in (continuous) time, vertices of a graph are either
healthy or infected. Infected vertices become healthy spontaneously with
rate one. Additionally, infected vertices transmit the infection to each of
their neighbors with rate λ > 0.

Interest in the contact process is justified by its mathematical tractabil-
ity on the one hand, and its rich behavior on the other. It has been the
basis for the study of competition models, models with sexual reproduc-
tion and maturation, vegetation models and gene regulatory networks. It
has also triggered theoretical work on criticality, random walk on dynamic
random environments, metastability, shape theorems, and superprocesses
etc.

In the 1970’s and 1980’s, focus was on the study of the phase transi-
tion of this process on the Euclidean lattice Zd. Already in the seminal
paper [34], it was proved that there is a critical value λc of the infection
rate, such that, for the process started from a single infection, if λ < λc,
the infection eventually disappears with probability one, whereas if λ > λc,
then it persists forever with positive probability. Several important proper-
ties of the subcritical (λ < λc) and supercritical (λ > λc) were established.
An important aspect of the supercritical contact process is its prominence

8



Chapter 1. Introduction 9

in the theory of metastability : if the process evolves on a large box of Zd

with λ > λc, then the infection takes a very long time to die out (expo-
nential in the volume of the box), and while it remains active, it gives the
impression of being in equilibrium. This was identified in [17], and many
other references followed. In particular, [54] and [63] showed that, as long
as the infection rate is above a certain threshold (the critical parameter
for the process on the integer lattice; see Section 2.3), the contact process
exhibits metastable behavior on very general classes of graphs.

In 1990, Bezuidenhout and Grimmett [7] proved that the process on the
Euclidean lattice also dies out when λ = λc. In doing so, they introduced
an important renormalization technique that made the proof of other in-
teresting results possible, notably the shape theorem in all dimensions.

In 1992, due to an important work by Pemantle [60], the contact pro-
cess on trees gained attention, with the highlight being the occurrence of a
double phase transition (in an intermediate “weak survival” regime, the in-
fection survives forever on the tree, but any given finite region eventually
becomes permanently free from it). The contact process on Bienaymé–
Galton–Watson trees was also first considered around this time [61], inau-
gurating the study of the contact process on random graphs.

This study has picked up pace in the following two decades. The
key point of interest, which offers insight into real-world epidemics, is
how the geometry of the graph affects the propagation of the infection.
The important works [6] and [19] showed that on graphs that exhibit
a power law degree distribution, the process is in a way “always super-
critical”: even when the infection rate is very small, the infection is sus-
tained for a long time, due to the presence of very highly-connected ver-
tices (“stars”). The behavior of the process on several classes of ran-
dom graphs has been studied: the preferential attachment graph [6, 13],
the configuration model [19, 55, 14, 9, 58, 18, 28], the random d-regular
graph [57, 42], the Erdős–Renyi random graph [9, 58, 18, 2], random hyper-
bolic graphs [51], and random geometric graphs [31]. See also [64], where
a variety of spatial graphs are treated. Additionally, degree-dependent
versions of the contact process (where the rate at which the infection is
transmittedfrom u to v is allowed to depend on the degrees of u and v)
has been studied in [3, 15].

For many of the random graphs listed above, the behavior of the contact
process on Bienaymé–Galton–Watson trees is very relevant; apart from the
aforementioned [61], this behavior is studied specifically in [55, 9, 35].

Recently, there has also been interest in the contact process on dynami-
cal graphs (that is, graphs which evolve simultaneously with the process);
see [12, 69, 62, 38, 36, 37, 29, 16, 22, 65].
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1.2 Contents and structure of text
In the present text, we bring a magnifying glass over two episodes in the
story told above: metastability on general graphs and the behavior on
Bienaymé–Galton–Watson trees. The text is written as a roughly self-
contained survey of the material of a number of previous papers, which
are listed in the two subsections below. Sometimes we have deviated from
the methods of proof from the sources, but there is almost no original
mathematical result in what we cover.

We have chosen these two topics because we believe that they provide a
useful set of ideas and methods for readers who are interested in engaging
with the field. The following are some highlights:

• universal coupling arguments which yield recursive lower bounds for
the contact process on graphs (Chapter 3);

• the relevance of star graphs for the analysis of survival and metasta-
bility (Chapters 3,4,5), including the proof of the theorem by Huang
and Durrett that there is no extinction phase on BGW trees whose
offspring distribution has no finite exponential moment;

• the elegant technique by Bhamidi, Nam, Nguyen and Sly to prove
the converse of the result mentioned in the previous item: there is an
extinction phase on Bienaymé–Galton–Watson trees whose offspring
distribution has some finite exponential moment;

• the analysis of the “optimal strategy for survival” for the contact pro-
cess with small infection rate in power law random graphs (Chap-
ter 5).

Because this text may be of interest to readers with little familiarity
with the jargon and methods of interacting particle systems, an effort was
made to keep the exposition accessible and self-contained. In particular,
we make very little reference to infinitesimal generators, and base most of
the arguments on Poisson graphical constructions.

We now elaborate further on our two chosen topics, still informally.
For precise mathematical statements, see the opening paragraphs of Chap-
ters 3, 4 and 5.

1.2.1 Metastability on general graphs

Our treatment of this topic is done in Chapter 3 and is based on the
references [55] (Mountford, Mourrat, V. and Yao) and [64] (Schapira and
V.).

Metastability is said to happen for dynamical systems that have an
equilibrium, but take a very long time to arrive there, persisting in the
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meantime in a set of states that resembles, but is not, a real equilibrium.
See for instance [59], [11] and [45] for treatments of the topic.

For the particular case of the contact process, this is manifested as
follows. Assume that the process has sufficiently large infection rate, and
that it evolves on a finite graph, started from all vertices infected. Then,
for a long time (typically exponentially long in the number of vertices of
the graph, at least), the infection stays active in many places in the graph,
seemingly in equilibrium. In several cases, the process is metastable on the
finite graph if and only if the infection rate is above the critical threshold
for a related infinite graph. For instance: if Bn is a box of Zd with side
length n, then the contact process with rate λ on Bn survives for a long
time (with high probability as n → ∞) if and only if λ is above the critical
value of the process on Zd. A detailed statement is given in Section 2.3.5.

The results we will present in Chapter 3 show that if λ > λc(Z) (that
is, if the contact process is strong enough to survive on a line, or equiva-
lently, to be metastable on a line segment), then it is strong enough to be
metastable on arbitrary connected graphs. The metastability is manifested
both in the order of magnitude of the extinction time of the infection, and
in the fact that the law of this extinction time, when properly normalized,
converges to the exponential distribution. This last point is due to a loss
of memory due to mixing in the quasi-equilibrium (called thermalization
in the context of metastability theory).

1.2.2 Behavior on Bienaymé–Galton–Watson trees

Our treatment of this topic is done in Chapters 4 and 5, and is based
on the references [35] (Huang and Durrett), [9] (Bhamidi, Nam, Nguyen
and Sly) and [55] (Mountford, V. and Yao).

Recall that a Bienaymé–Galton–Watson (BGW) tree with offspring
distribution p (where p is a probability distribution on {0, 1, . . .}) is a
random rooted tree T characterized by the recursive prescription that,
given the tree up to generation n, the numbers of children of each individual
at generation n are independent and all distributed as p. If the mean of p is
larger than 1, then the tree is infinite with positive probability; we assume
this to be the case in all that follows.

As mentioned above, BGW trees were the first class of random graphs
in which the contact process was studied, in [61]. BGW trees are obtained
as local limits (in the Benjamini–Schramm sense, [5]) of several important
classes of random graphs, such as the configuration model and the Erdős–
Renyi random graph (see [71] for a general treatment of random graphs).
For this reason, many questions concerning the contact process on these
random graphs can be reduced to questions about the process on BGW
trees.
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If the offspring distribution p is sufficiently heavy-tailed (in particular,
if it is a power law), then the contact process on T can survive forever
with positive probability, even when the rate λ is very close to zero (so,
there is no “extinction regime”). This is due to the presence of very-high
degree vertices (“stars”), which manage to sustain the infection for a long
time, and send the infection to each other. This phenomenon has a coun-
terpart on the aforementioned random graph models that converge to T .
Still assuming that the associated offspring distribution is heavy-tailed,
the contact process on these graphs survives for a very long time (i.e. it is
metastable), for arbitrary λ (no matter how small). This fact was identified
by Chatterjee and Durrett for the configuration model in [19], contradict-
ing earlier predictions in the Physics literature, which announced that fast
extinction should occur for λ small enough.

In light of this discussion, a natural question is raised: for which choices
of the offspring distribution p does the contact process on T have an ex-
tinction regime? This question was answered completely: there is an ex-
tinction regime if and only if p has some final exponential moment; the
“if” part was proved in [9], and the “only if part” in [35]. The proof is
presented fully in Chapter 4.

Next, we focus on the case where p is a power law distribution (that
is, p(m) is of order mα as m → ∞, for some α > 1 (still assuming that the
mean of p is larger than 1). Such a distribution has no finite exponential
moment, so, by the result mentioned in the previous paragraph, the contact
process on T has no extinction regime. Let P(λ) denote the probability
that, for the contact process with rate λ on this graph, started with only
the root infection, the infection never vanishes from the tree.

While it is true that P(λ) > 0 for any λ, this value tends to zero
as λ → 0 (survival of the infection becomes a rare event). We can then
study the speed of this convergence to zero. This is interesting, because
it requires us to understand the most likely ways in which the rare event
can happen: we think of this intuitively as finding the “best strategy” for
the infection to survive. It turns out that as λ tends to zero, P(λ) is
of order λf(α), where f(α) is given explicitly, and takes different forms
depending on the value of the power law exponent α. This reflects the fact
that the presence and relative locations of stars undergoe some dramatic
changes as α varies, and this has an impact on survival strategies for the
infection. We give the precise statement, and the full proof, in Chapter 5.

In this same chapter, specifically in Section 5.1, we explain that this
survival probability on the BGW tree (or on other classes of infinite power
law random graphs) can be recovered as metastable densites of the con-
tact process on finite random graph models, and the asymptotic behavior
of P(λ) is then reencountered in this density. As we explain there, this
has been verified for a variety of models (configuration model, preferential
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attachment graph, random hyperbolic graph, random geometric graph),
suggesting universality of the survival strategies.

1.3 Summary of notation
We write N = {1, 2, . . .} and N0 = N ∪ {0}.

Let A be a set. We denote by |A| its cardinality, and by 1A its indicator
function.

Lebesgue measure on Rd is denoted Leb(·).
Letting X and Y be random elements of a measurable space (E, E)

with a partial order, we write X ⪯ Y if X is stochastically dominated
by Y . The same notation is employed for pairs of measures in (E, E).

All graphs we consider have countable sets of vertices. Given a graph G =
(V,E), if {u, v} ∈ E, we write u ∼ v. The degree of vertex u, de-
noted deg(u), is the number of neighbors of u. We denote by dist(u, v)
the graph distance between u and v. We then let B(v, r) be the ball
with centre v and radius r with respect to dist(·, ·). The diameter of G
is diam(G) := maxu,v∈V dist(u, v).

As already mentioned, for any set S, we often identify an element ξ ∈
{0, 1}S with the set {x ∈ S : ξ(s) = 1}. In particular, |ξ| is the cardinality
of the set of x such that ξ(x) = 1.

We will often employ notation pertaining to the graphical construction
of the contact process; this is introduced in Section 2.3. Other notations
that are repeated many times in the text are those for the global and
local survival events, Survglob(ξ·) and Survloc(ξ·), respectively (introduced
in Section 2.3.2) and for the extinction time of the contact process, τG
(introduced in Section 2.3.4).

Acknowledgements. I would like to thank Maria Eulalia Vares for the
prolonged encouragement to prepare this work, Isabella Gonçalves de Al-
varenga, Leonardo Rolla and Natalia Cardona-Tobón for proof-reading
several sections and giving helpful suggestions, and the anonymous referee
for providing valuable feedback in a short period of time.



Chapter 2

Toolbox and preliminaries
on the contact process

In this chapter, we present a couple of tools that will be useful along the
way (the stochastic domination result by Liggett–Schonmann–Stacey [50]
and an overview of oriented percolation) and a crash course on the contact
process.

2.1 Order and domination in product spaces

Let S be a set. We endow {0, 1}S with the partial order given by declaring
that η ⪯ η′ when η(x) ≤ η′(x) for all x ∈ S. A function f : {0, 1}S → R is
called increasing if, whenever we have η ⪯ η′, we also have f(η) ≤ f(η′). A
set A ⊆ {0, 1}S is called increasing if its indicator function 1A is increasing.
Given two measures µ, ν on the product σ-algebra of {0, 1}S , we say µ ⪯ ν
if µ(A) ≤ ν(A) for every increasing measurable set A.

Let πp denote the Bernoulli product measure on {0, 1}S . The FKG
inequality (see for instance [33]) states that, if A and B are measurable
and increasing, then πp(A ∩B) ≥ πp(A) · πp(B).

The well-known work of Liggett, Schonmann and Stacey [50] provides
tools to establish stochastic domination relations between, on the one
hand, a collection of Bernoulli random variables with some mild depen-
dence, and on the other hand, a collection of independent Bernoulli random
variables. Here, we favour simplicity and give a version of such domination
statement containing a non-quantitative bound, and far from the level of
generality of the main results of [50].

Let G = (V,E) be a graph and k ∈ N. We say that a collection of
random variables {X(v) : v ∈ V } is k-dependent if, for every A,B ⊂ V

14



Chapter 2. Toolbox and preliminaries on the contact process 15

with minu∈A,v∈B dist(u, v) > k, the collections {X(v) : v ∈ A} and {X(v) :
v ∈ B} are independent.

Theorem 2.1 ([50]). For any ∆ ≥ 2, k ∈ N, and ε > 0, there exists p > 0
such that the following holds. Let G = (V,E) be an infinite connected
graph in which vertex degrees are at most ∆. Let {X(v) : v ∈ V } be
a k-dependent collection of random variables with P(X(v) = 1) ≥ p for
every v. Then, {X(v) : v ∈ V } stochastically dominates the Bernoulli
product measure with density 1− ε on V .

2.2 Oriented percolation

Due to the Poisson graphical construction, which we will introduce in Sec-
tion 2.3.1, the contact process can be seen as a continuous-time oriented
percolation model. Hence, many tools and results from oriented percola-
tion are readily adapted to the contact process.

As with regular percolation, oriented percolation models come in many
shapes. Here, we will be interested in models in the same spirit as those
treated by Durrett in the important reference [23]. We focus the analysis
on oriented bond percolation, but will also need to say a few works about
oriented site percolation.

Oriented bond percolation. Define the directed graph with set of ver-
tices

Λ := {(m,n) ∈ Z× N0 : m+ n is even}

and set of oriented bonds

E⃗Λ := {⟨(m,n), (m′, n+ 1)⟩ : (m,n) ∈ Λ, |m′ −m| = 1}.

Figure 2.1: The directed graph (Λ, E⃗Λ)
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We fix p ∈ [0, 1] and declare that each bond in the above set is open
with probability p and closed with probability 1 − p, all independently.
The oriented cluster of a vertex (m,n) ∈ Λ is defined as

Cbond(m,n) := {(m,n)} ∪

 (m′, n′) : (m′, n′) can be reached
from (m,n) by a path that
only traverses open edges

 .

Let Pp be a probability under which this model is defined. It is proved
in [23] that

pc := sup{p ∈ [0, 1] : Pp(|Cbond(0, 0)| = ∞) = 0} ∈ (0, 1). (2.1)

It will be useful for us to briefly discuss the proof of this. Showing that pc >
0 is easy; in fact we have

Pp(|Cbond(0, 0)| = ∞) = lim
n→∞

Pp(∃m : (m,n) ∈ Cbond(0, 0)) ≤ lim
n→∞

2npn,

where the inequality is a union bound over all paths; this gives pc ≥ 1/2.
The proof of pc < 1 involves a contour argument, which we now sketch.

We assume that Λ is embedded in R2 and consider the ℓ1-balls B1(m,n) :=
{(x, y) ∈ Rd : ∥(x, y) − (m,n)∥1 ≤ 1}. The topological boundary of the
set ∪(m,n)∈C(0,0)B1(m,n) is the union of line segments of the form

{(m+ t, n+ t) : t ∈ [0, 1]} or {(m− t, n+ t) : t ∈ [0, 1]}, (2.2)

with (m,n) ∈ Λ∪ {(m,−1) : m is odd}. Suppose that {|Cbond(0, 0)| < ∞}
occurs, and we traverse this boundary in the counterclockwise direction,
starting from the origin; when doing so, we construct a sequence Γ =
(e⃗1, . . . , e⃗k), where each e⃗i is a line segment as in (2.2), together with the
orientation in which it is traversed. We call Γ the contour of the cluster.

Let γ be one of the possible realizations of the contour Γ (still assum-
ing {|Cbond(0, 0)| < ∞} occurs). Note that each of the steps of γ points
in one of four directions: north-east, north-west, south-east or south-west.
In this order, let NE(γ), NW(γ), SE(γ), and SW(γ) denote the number of
steps of γ in each direction.

Noting that γ starts and ends at zero, the number of steps towards the
east (either north or south) must equal the number of steps towards the
west (either north or south), so

NW(γ) + SW(γ) = NE(γ) + SE(γ) =
|γ|
2
,

where |γ| is the total number of steps.
It is easy to see each of the north-west and south-west steps crosses a

closed bond of E⃗Λ. This shows that

P(Γ = γ) ≤ (1− p)NW(γ)+SW(γ) = (1− p)|γ|/2.
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Figure 2.2: The contour of a finite cluster.

Given k, the number of choices for γ with |γ| = k is at most 3k, since
in each step of γ we need to choose one out of at most three possible
directions.

Putting these considerations together, we obtain

Pp(|Cbond(0, 0)| < ∞) =
∑
k∈2N

∑
γ:|γ|=k

Pp(Γ = γ) ≤
∑
k∈2N

3k · (1− p)k/2.

The right-hand side is smaller than 1 when p > 17
18 , so this number is an

upper bound for pc.

We will also need the following result.

Proposition 2.2. For any ε > 0 there exists p̄(ε) ∈ (0, 1) such that,
if p ∈ (p̄(ε), 1], then with probability above 1− ε, there is an infinite open
path started at the origin which never visits {(m,n) : m < 0}.

Proof. Let p ∈ (0, 1) be close to 1, in a way that will be chosen later.
Define

C′(0, 0) :=
{

(m,n) ∈ N0 × N0 : there is an open path from (0, 0)
to (m,n) that never visits the negative half-line

}
(with (0, 0) ∈ C′(0, 0)). Consider the contour Γ of ∪(m,n)∈C′(0,0)B1(m,n),
oriented counterclockwise. Let Γ′ be the portion of this contour starting
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at (1, 0) and ending at the first visit to the y-axis. With same notation as
earlier, letting γ′ be a possible realization of Γ′, we have

NW(γ′) + SW(γ′) + NE(γ′) + SE(γ′) = |γ′|,
NW(γ′) + SW(γ′)− (NE(γ′) + SE(γ′)) = 1.

This gives

NW(γ′) + SW(γ′) =
|γ′|+ 1

2
.

Since there is a one-to-one mapping from NW and SW steps of Γ′ to closed
percolation bonds, we have

Pp(|C′(0, 0)| < ∞) ≤
∑
k≥1

∑
γ′:|γ′|=k

Pp(Γ
′ = γ′)

≤
∑
k≥1

3k · (1− p)(k+1)/2.

The right-hand side above can be made arbitrarily small by taking p close
to 1.

We will need the following consequence of the above findings.

Corollary 2.3. Given ε > 0, taking p̄(ε) as in Proposition 2.2, for any p >
p̄(ε) we have

lim inf
n→∞

Pp (∃ open path from (0, 0) to (0, 2n)) > (1− ε)2. (2.3)

Proof. For any n ∈ N, define the events

An :=

{
∃ open path from (0, 0) to Z× {2n}
that never touches the negative half-line

}
;

Bn :=

{
∃ open path from Z× {0} to (0, 2n)
that never touches the negative half-line

}
.

On An ∩ Bn, there exists an open path from (0, 0) to (0, 2n). We have
Pp(An) = Pp(Bn) by time reversal, and

Pp(An) ≥ Pp

(
there is an infinite open path from (0, 0) that
never touches the negative half-line

)
> 1− ε,

by Proposition 2.2. By the FKG inequality, we obtain Pp(An ∩ Bn) ≥
Pp(An) · Pp(Bn), concluding the proof.
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Oriented site percolation. We define the directed graph (Λ, E⃗Λ) as
above. This time, nothing is done to the edges (say they are all left open),
while every vertex is declared open with probability p and closed with
probability 1 − p, all independently. The cluster of a vertex (m,n) is
defined as

Csite(m,n) := {(m,n)} ∪

 (m′, n′) : (m′, n′) can be reached
from (m,n) by a path that
only visits open vertices

 .

In order to make the parameter p explicit, we write

Cbond(m,n) = Cbond(m,n; p), Csite(m,n) = Csite(m,n; p).

We claim that
Csite(0, 0; p2) ⪯ Cbond(0, 0; p). (2.4)

To prove this, we construct a coupling as follows. Start with a probability
space in which we have defined a collection of random variables X =
{X(e⃗) : e⃗ ∈ E⃗Λ} with X(e⃗) ∼ Bernoulli(p), all independent. Let CX

bond be
the cluster of the origin in bond percolation obtained from X. Additionally,
use X to construct a site percolation configuration, by declaring a vertex
to be open if both edges starting from it are open. Let CX

site be the cluster
of the origin in this site percolation configuration. We then clearly have

CX
site ⊆ CX

bond, CX
site

(distr)
= Csite(0, 0; p2), CX

bond

(distr)
= Cbond(0, 0; p).

Next, we claim that

P(|Cbond(0, 0; p)| = ∞) ≤ P(|Csite(0, 0; 1− (1− p)2)| = ∞). (2.5)

To prove this, let X and CX
bond be as in the proof of the previous claim.

Define a site percolation configuration from X by declaring that a vertex
is open if at least one of the edges starting from it is open. Let ĈX

site be
the cluster of the origin for this configuration. We have

CX
bond

(distr)
= Cbond(0, 0; p), ĈX

site

(distr)
= Csite(0, 0; 1− (1− p)2).

Note that we cannot guarantee that CX
bond ⊆ ĈX

site; for instance, in the case
where the bonds leaving the origin are open, but the bonds leaving (−1, 1)

and (1, 1) are all closed, we have CX
bond = {(0, 0), (−1, 1), (1, 1)} and ĈX

site =
{(0, 0)}. However, it is still true that

{|CX
bond| = ∞} ⊆ {|ĈX

site| = ∞},

and this is sufficient to obtain (2.5).
Now, combining (2.4) and (2.5) with our previous knowledge that bond

percolation has a non-trivial phase transition, we conclude that the same
is true for site percolation.
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2.3 The contact process

In this section, we briefly go over the fundamentals of the theory of the
contact process. The aim is to provide an accessible overview, with some
proofs along the way (especially the ones that are simple or enlightening),
as well as a gathering of material that will be necessary in the next chap-
ters.

The standard references on the topic are the two books by Liggett, “In-
teracting particle systems” [47] and “Stochastic interacting systems” [49].
The first one is an early account, so it predates many of the most important
developments; it also focusses on the one-dimensional case. The second is
more recent and contains almost everything that will be mentioned in this
section.

2.3.1 Definition and first properties

The formal construction of a process corresponding to the dynamics de-
scribed in the introduction can be done either via a Poisson graphical cons-
truction or via an infinitesimal pre-generator (which produces a Markov
semi-group with the Hile-Yosida Theorem). The former is easier to define
and more intuitively appealing, and will serve for all our purposes, so we
restrict ourselves to it.

Let G = (V,E) be a locally finite graph (that is, a graph in which all
vertices have finite degree) and λ > 0. Let

H = {(Rx)x∈V , (T (x,y))x,y∈V : {x,y}∈E}

be a family of independent Poisson point processes on [0,∞), all indepen-
dent, as follows:

• each Rx with intensity 1 (recovery times at x, to be drawn as “×”
marks over x);

• each T (x,y) with intensity λ (transmission times from x to y, to be
drawn as arrows from x to y).

The collection H is called graphical construction, Harris construction, or
Harris system.

Given H and an initial configuration, we can construct the contact
process, using the notion of infection paths. An infection path of H is a
function γ : I → V (where I is a time interval) such that

• γ does not touch recovery marks, that is,

t /∈ Rγ(t) for all t;
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• γ can only jump by traversing arrows, that is,

γ(t) ̸= γ(t−) =⇒ t ∈ T (γ(t−),γ(t)).

We adopt the following notation:

• given x, y ∈ V and s ≤ t, we write (x, s) ⇝ (y, t) if there is an
infection path γ : [s, t] → V with γ(s) = x, γ(t) = y;

• given A ⊆ V and y, s, t as above, we write A×{s}⇝ (y, t) if (x, s)⇝
(y, t) for some x ∈ A;

• similarly, with obvious meanings, we write (x, s)⇝ B×{t} and A×
{s}⇝ B × {t};

• given A ⊆ V , if we can find an infection path γ from (x, s) to (y, t)
such that γ(r) ∈ A for all r, we say that (x, s)⇝ (y, t) inside A;

• we write (x, t) ⇝ ∞ if (x, t) ⇝ V × {t′} for all t′ ≥ t; we write A×
{t}⇝∞ if (x, t)⇝∞ for some x ∈ A.

Then, given A ⊆ V , by setting

ξt(x) := 1{A× {0}⇝ (x, t)}, x ∈ V, t ≥ 0,

we obtain (ξt)t≥0, the contact process on G with infection rate λ and ξ0 =
1A.

Let us repeat that we identify an element ξ ∈ {0, 1}V with the set {x :
ξ(x) = 1}. In particular, we write ξ0 = 1A or ξ0 = A interchangeably. We
also denote the identically-zero element of {0, 1}V by ∅.

Regarding the notation for the initial configuration: it is a common
practice to include the set of initially infected vertices as a super-index in
the notation, so that the process started from 1A would be denoted (ξAt )t≥0.
We sometimes adopt this practice, but most of the times we denote the
process by (ξt)t≥0 and explicitly state what the initial configuration is.
When it is not explicitly stated, it is unimportant.

When we start the contact process from a random initial configuration,
we always assume that this configuration is independent of the graphical
construction.

In the figure below (where the graph is Z), the left side shows an
infection path, and the right side shows the evolution of the contact process
(initially infected sites are represented by black balls, and infected areas
are depicted with thicker black lines).
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In graphs where degrees grow rapidly, one could encounter situations of
“explosion”, where the process starts from finitely many infected vertices,
and reaches infinitely many infected vertices in a finite amount of time.
We do not regard this case as problematic nor attempt to exclude it.

The graphical construction allows us to construct, in a single probabi-
lity space, contact processes started from all possible initial configurations
(universal coupling). It also makes many important properties easy to
check. We now list some of them.

• Additivity. For any A ⊆ V , A ̸= ∅, we have

ξAt = ∪x∈Aξ
{x}
t .

• Attractivity. For any A,B ⊆ V with A ⊆ B, we have

ξAt ≤ ξBt for all t ≥ 0.

Hence, (ξAt )t≥0 is stochastically dominated by (ξBt )t≥0. It is also pos-
sible to check that if λ < λ′, then (ξAt )t≥0 with rate λ is stochastically
dominated by (ξAt )t≥0 with rate λ′. To do so, we take a graphical
construction H = {(Rx), (T (x,y))}, we sample an independent set of
extra arrows (T̃ (x,y)) with rate λ′ − λ, and evolve one of the process
using only the arrows in (T (x,y)), whereas the larger process is also
allowed to use the extra arrows. Similar considerations show that,
if G′ is a subgraph of G, then the contact process on G′ is stochasti-
cally dominated by the contact process on G with the same infection
rate and same set of initially infected vertices.

• Absorbing state. If ξt ̸= ∅, then ξs = ∅ for all s ≥ t.

• Duality. For any A,B ⊆ V and any t ≥ 0, we have

P(ξAt ∩B ̸= ∅) = P(A× {0}⇝ B × {t})
= P(B × {0}⇝ A× {t}) = P(ξBt ∩A ̸= ∅).

(2.6)
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Applying this with A = V and B = {x} gives

P(ξVt (x) = 1) = P(ξ{x}t ̸= ∅).

A probability measure µ on {0, 1}V is said to be stationary for the
contact process if, starting the process from a random configuration ξ0 ∼ µ,
we have that ξt ∼ µ for all t. From the observation above that the all-zero
configuration is absorbing, we see that the delta measure associated to
this configuration, denoted δ∅, is stationary. It can be seen as the “lower
stationary measure” of the process, because any other stationary measure
dominates it from above. We also have:

Proposition 2.4 (Upper stationary measure). Let (ξt)t≥0 be the
contact process on G = (V,E) started from the fully infected configura-
tion. As t → ∞, ξt converges in distribution to a probability measure µ̄
on {0, 1}V . This measure is stationary for the contact process on G. More-
over, if ν is some other stationary measure for the contact process on G,
then ν ⪯ µ̄.

Proof. Since the process is started from the identically-1 configuration, for
any A ⊆ V we have

P(ξt(x) = 1 ∀x ∈ A) = P(V × {0}⇝ (x, t) ∀x ∈ A)

= P((x, 0)⇝ V × {t} ∀x ∈ A)

t→∞−−−→ P((x, 0)⇝∞ ∀x ∈ A),

where in the second equality we have used duality, (2.6). This shows
that ξt converges in distribution, as t → ∞, to the distribution of the
random configuration ζ ∈ {0, 1}V given by

ζ(x) := 1{(x, 0)⇝∞}, x ∈ V.

We denote this measure by µ̄.
Now assume that (ζ ′, H) are sampled independently, where ζ ′ ∼ µ̄

and H is a Harris system. Let (ξ′t)t≥0 be the contact process with ξ′0 = ζ ′

and constructed from H. Then, for any A ⊆ V ,

P(ξ′t(x) = 1 ∀x ∈ A) = P

⋂
x∈A

⋃
y∈V

{ζ ′(y) = 1, (y, 0)⇝ (x, t)}

 .

Again by duality, the right-hand side equals

P

⋂
x∈A

⋃
y∈V

{(x, 0)⇝ (y, t), ζ ′(y) = 1}

 .
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Using the Markov property, this equals

P

⋂
x∈A

⋃
y∈V

{(x, 0)⇝ (y, t), (y, t)⇝∞}

 = P

(⋂
x∈A

{(x, 0)⇝∞}

)
= µ̄({ξ : ξ(x) = 1 ∀x ∈ A}).

This proves that µ̄ is stationary.
To prove the last statement, again let (ξt)t≥0 be the process started

from the identically-1 configuration, and let (ξ′′t )t≥0 be the process started
from ξ′′0 ∼ ν, both obtained from the same graphical construction. For all t
we have ξ′′t (x) ≤ ξt(x) for all x, so the law of ξ′′t , which is ν, is stochastically
dominated by the law of ξt. By taking t → ∞, this gives ν ⪯ µ̄.

The measures δ∅ and µ̄ are in some cases equal; see Theorem 2.9 below
for the case of G = Zd.

2.3.2 Survival regimes
Let G = (V,E) be a graph and (ξt)t≥0 be the contact process on G (with
some arbitrary initial configuration). We define the global survival event :

Survglob(ξ·) := {∀t ≥ 0 ∃v ∈ V : ξt(v) = 1}.

We also define the local survival event :

Survloc(ξ·) := {∀s ≥ 0, v ∈ V ∃t ≥ s : ξt(v) = 1}.

Note that Survloc(ξ·) ⊆ Survglob(ξ·).
Recall that for A ⊂ V , we write (ξAt ) for the process with ξ0 = 1A.

Under the assumption that G is connected, it is easy to check (using for
example the graphical construction) that, for a given choice of λ,

either P(Survglob(ξA· )) > 0 for all finite and non-empty A,

or P(Survglob(ξA· )) = 0 for all finite and non-empty A,

and similarly for Survloc(ξ
A
· ). Still assuming that G is connected, we say

that the contact process with rate λ on G

• dies out if P(Survglob(ξA· )) = 0 for all finite and non-empty A (we
also refer to this as the extinction regime;

• survives, or survives globally, if P(Survglob(ξA· )) > 0 for all finite and
non-empty A (also called the survival regime);

• survives locally if P(Survloc(ξA· )) > 0 for all finite and non-empty A
(also called the local survival regime)



Chapter 2. Toolbox and preliminaries on the contact process 25

(we restrict this definition to connected graphs, as it is not very natural
to assign one of the above categories to graphs with several connected
components).

We also record the following as a lemma:

Lemma 2.5. If all vertices of G have degree smaller than d and λ < 1/d,
then the contact process with rate λ on G dies out.

Proof. For ξ ∈ {0, 1}V , we write |ξ| :=
∑

x ξ(x), the number of infections
in ξ. Assume that A is finite and non-empty. The process (|ξAt |)t≥0 is
stochastically dominated by the continuous-time Markov chain (Xt)t≥0
on N0 with X0 = |A| and jump rates

r(0, n) = 0 ∀n, and for n ≥ 1, r(n, n− 1) = n, r(n, n+ 1) = dλn.

Let t0 = 0 and, for n ∈ N0, let us define tn+1 := inf{t > tn : Xt ̸= Xtn}.
Then, (Xtn)n∈N0 is a random walk on N0 that is absorbed at zero, and
otherwise jumps to the left with probability 1

1+dλ and to the right with
probability dλ

1+dλ . Since 1 > dλ, this chain has a bias towards the right, so
it is absorbed at zero almost surely.

Again fix a connected graph G. Note that for any A ⊂ V , the prob-
abilities P(Survglob(ξA· )) and P(Survloc(ξA· )) are non-decreasing functions
of λ. We define

λc(G) = λ(1)
c (G) := inf

{
λ > 0 : the contact process
on G with rate λ survives

}
and

λ(2)
c (G) := inf

{
λ > 0 : the contact process
on G with rate λ survives locally

}
.

2.3.3 Phase transitions on the Euclidean lattice and
the regular tree

The following statement is perhaps the most well-known feature of the
contact process.

Theorem 2.6 (Harris [34]). We have λc(Zd) ∈ (0,∞).

Proof. We have λc(Zd) ≥ 1/(2d) by Lemma 2.5. Let us prove that λc(Zd) <
∞. We want to prove that the process survives when λ is large enough;
by monotonicity, it suffices to prove this in dimension d = 1. Note that

Survglob(ξ
{0}
· ) = {(0, 0)⇝∞}.
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Fix δ > 0. Let H be a graphical construction for the contact process on Z.
We define an oriented percolation configuration (in the graph (Λ, E⃗Λ) of
Section 2.2) from H by setting, for each e⃗ = ⟨(x, n), (y, n+ 1)⟩ ∈ E⃗Λ:

ηH(e⃗) = 1

{
in the time interval [δn, δ(n+ 1)], there is no recovery
at x or y, and at least one transmission from x to y

}
.

Then, {ηH(x, n) : x ∈ Z, n ∈ N0} is a 2-dependent oriented percolation
configuration. Moreover,

{∃ infinite open path from the origin in ηH} ⊆ Survglob(ξ
{0}
· ).

Finally, ηH has density parameter

p = (e−δ)2 · (1− e−δλ).

This can be made as close to 1 as desired by first taking δ small and then
taking λ large. The proof is now completed using Theorem 2.1 and (2.1).

We refer to λ < λc(Zd), λ = λc(Zd) and λ > λc(Zd) as the subcritical,
critical and supercritical regimes, respectively. As mentioned in the Intro-
duction, Bezuidenhout and Grimmett [7] proved that the contact process
on Zd with rate λ = λc(Zd) dies out. Using the methods developed in that
paper, it is also possible to prove that

λc(Zd) = λ(2)
c (Zd).

This shows that the process dies out if λ ≤ λc(Zd), whereas it survives
locally if λ > λc(Zd).

The figure below shows simulations of the contact process on Z in the
subcritical and supercritical regimes.

The right-hand side of the above figure suggests that when the one-
dimensional contact process survives, the infected region grows linearly;
that is indeed the case. Given A ⊆ Z, define RA

t := sup{x : ξAt (x) = 1}.
That is, RA

t is the rightmost infected position at time t, for the process
started from 1A. In [47, Sections VI.2 and VI.3], it is proved that 1

tR
−N0
t

converges almost surely, as t → ∞, to some value α = α(λ) ∈ [−∞,∞),
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and moreover, α > 0 if and only if λ > λc(Z). Using an argument involving
crossing of infection paths, it is easy to see that{

ξ
{0}
t ̸= ∅ ∀t

}
⊆
{
R−N0

t = R
{0}
t ∀t

}
,

which shows that 1
tR
{0}
t → α almost surely as t → ∞ on the event

that (ξ
{0}
t ) survives. Letting L

{0}
t be the leftmost infected particle at

time t, by symmetry we also obtain that, on the event that (ξ
{0}
t ) sur-

vives, 1
tL
{0}
t → −α almost surely as t → ∞. This is the one-dimensional

version of the shape theorem, Theorem 2.10 below.
With the speed α at hand, we can describe a more sophisticated com-

parison with oriented percolation than the one that was done in the proof
of Theorem 2.6. Fix δ > 0 and, for each m ∈ N, define the space-time
“tunnel”

R(δ)
m := {(x, t) : 0 ≤ t ≤ m, −δm+ αt ≤ x ≤ δm+ αt}.

The following is [47, Lemma 3.17, p. 297] (the original argument is due to
Durrett in [23]):

Proposition 2.7. For any λ > λc(Z) and δ > 0, we have

P
(

there is an infection path from the bottom
to the top of R

(δ)
m that stays inside R

(δ)
m

)
m→∞−−−−→ 1.

With this at hand, from the graphical construction H of the contact
process, we can define an oriented percolation configuration ηH , and then
from this, a site percolation configuration σ(ηH). See the figure below.
The idea is that tunnels are in one-to-one correspondence with oriented
bonds; a bond of ηH is declared open if its tunnel is crossed from bottom
to top by an infection path that stays inside it. Then, a site is declared
open in σ(ηH) if the two bonds emanating from it are open in ηH , as was
done in the proof of (2.4).

The oriented percolation σ(ηH) produced from this is 2-dependent, and,
provided λ > λc(Z), its density of open sites can be made as close to 1 as
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desired, by taking m → ∞. In particular, by Theorem 2.1 and (2.1), m
can be chosen so that with positive probability, the oriented cluster of the
origin in σ(ηH) is infinite. It is easy to see that if the oriented cluster
of the origin in σ(ηH) is infinite, then there is an infinite infection path
started from {−δm, . . . , δm} in H.

One nice feature of this construction is that, even if λ is only slightly
larger than λc(Z), the oriented percolation configuration can be made as
supercritical as desired.

We will make reference to the following fact:

Proposition 2.8. We have

λc(Z) = λc(N0),

that is, the critical value of the contact process on the half-line is the same
as that on the line.

The fact that λc(Z) ≤ λc(N0) is obvious, and the reverse inequality can
be proved using the comparison with oriented percolation described above,
combined with the fact that oriented percolation on N0 with sufficiently
high density of open bonds has infinite clusters, as in Proposition 2.2 above.
Alternatively, a different proof can be found in [1, Corollary 2.5].

A lot more is known about the contact process on Zd. Let us mention
two highlights: the complete convergence theorem and the shape theorem.
For the first, we introduce a definition.

A stationary measure for the contact process (or any interacting par-
ticle system) is called extremal if it cannot be obtained as a non-trivial
convex combination of other stationary measures. (This is relevant be-
cause the set of stationary measures of an interacting particle system is
a compact and convex set in the topology of weak convergence of mea-
sures, and thus, by the Krein–Milman theorem, this set is equal to the
closed convex hull of its extremal points). The following was proved by
Griffeath.

Theorem 2.9 (Complete convergence theorem [32]). The set of ex-
tremal stationary measures of the contact process on Zd equals {δ∅, µ̄}.
The two measures in this set are distinct if and only if λ > λc(Zd). More-
over, for any A ⊆ Zd, as t → ∞, the random configuration ξAt con-
verges in distribution to the convex combination βA · µ̄ + (1 − βA) · δ∅,
where βA := P(Survglob(ξA· )).

Concerning the supercritical process, the following is known:

Theorem 2.10 (Shape theorem [25], [24]). Let (ξ{0}t )t≥0 be the contact
process on Zd with λ > λc(Zd). Define the random subset of Rd:

Kt :=
⋃
s≤t

⋃
x∈ξ{0}s

(x+ [− 1
2 ,

1
2 ]

d).
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Then, there exists a (deterministic) compact and convex set K ⊂ Rd such
that, for any ϵ > 0,

P
(
∃T ≥ 0 : ∀t ≥ T, (1− ϵ)t ·K ⊆ Kt ⊆ (1 + ϵ)t ·K | ξ{0}s ̸= ∅ ∀s

)
= 1.

A first version for this, which guaranteed the convergence only for λ
large enough, was proved by Durrett and Griffeath in [25]. To obtain the
result for all λ > λc(Zd), the renormalization scheme of Bezuidenhout and
Grimmett was needed; the implementation of this was done by Durrett
in [24].

Below is a simulation of the contact process on Z2, illustrating the
shape theorem.

We now very briefly turn to the infinite d-regular tree Td (with d ≥ 3).
The following has been proved:

Theorem 2.11 (Pemantle [60] and Liggett [48]). We have 0 <

λ
(1)
c (Td) < λ

(2)
c (Td) < ∞.

The result was proved first by Pemantle for all d ≥ 4 and then by
Liggett for d = 3. It is also known that the process dies out at λ =

λ
(1)
c (Td) and survives globally but not locally at λ = λ

(2)
c (Td). A thorough

exposition on this topic is given by Liggett in [49, Section I.4].

2.3.4 Extinction time on finite graphs

If G = (V,E) is a finite graph, then the contact process almost surely
reaches the empty configuration. Indeed, in every second of the dynamics,
there is a positive probability that all infected vertices recover and none
of them transmit the infection; by Borel–Cantelli, this eventually happens
with probability one. This argument is given in more details, and quanti-
tatively, in Lemma 2.12 below.
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We define the extinction time of the contact process on G as the random
variable

τG := inf{t : ξVt = ∅},
where (ξVt )t≥0 is the process started from ξ0 ≡ 1.

(2.7)

This is one of the central objects of interest in this text. In this section,
we give some simple first estimates about it.

Lemma 2.12. For any graph G = (V,E),

E[τG] ≤
(

1

1− e−1

)|V |
· e2|E|λ.

Proof. Let X be the smallest natural number so that, on the time inter-
val [X−1, X], the following occurs: there is a recovery mark on every vertex
of G, and there is no transmission mark from x to y, for any {x, y} ∈ E.
We then have τG ≤ X, and X ∼ Geom(p), with p := (1− e−1)|V | · e−2|E|λ,
so

E[τG] ≤ E[X] =
1

p
=

(
1

1− e−1

)|V |
· e2|E|λ.

The following lemma, which gives an inequality that looks like an
“upside-down Markov inequality”, goes in the opposite direction: it gives
an upper bound for the probability that the extinction time is small.

Lemma 2.13. Let G = (V,E) be a graph and τG be the extinction time
of the contact process with some rate λ > 0 on G. For any t > 0, we have

P(τG ≤ t) ≤ t

E[τG]
.

Proof. Fix t > 0 and define

τ
(t)
G := inf{s ∈ {t, 2t, . . .} : V × {s− t} ⇝̸ V × {s}}.

On {τ (t)G = s}, there is no infection path from V × {s− t} to V × {s}, so
there is no infection path from V ×{0} to V ×{s}, so τG ≤ s. This proves
that τG ≤ τ

(t)
G , so

E[τG] ≤ E[τ (t)G ]. (2.8)

Next, letting X := τ
(t)
G /t, we have X ∼ Geom(p), with

p := P(V × {0} ⇝̸ V × {t}) = P(τG < t) = P(τG ≤ t).

This gives

E[τ (t)G ] = t · E[X] =
t

p
=

t

P(τG ≤ t)
. (2.9)

Combining (2.8) and (2.9) and rearranging gives the desired inequality.
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Because of this lemma, when we want to show that the extinction time
of the contact process on a graph is large, we often content ourselves with
giving a lower bound to its expectation.

2.3.5 Finite-volume phase transition
In several situations, phase transitions of the contact process in infinite
graphs can be recovered in finite counterparts of these graphs. The purpose
of this section is to give a brief overview of works in this direction. We
refrain from including proofs.

The following has been proved about the contact process on boxes
of Zd. The reason for the numerous citations in the statement is that this
theorem was proved in several stages (we refrain from listing the names of
all authors).

Theorem 2.14 ([26, 17, 66, 27, 53, 56]). Let Bn be the finite subgraph
of Zd induced by the vertex set {−n, . . . , n}d.

• If λ < λc(Zd), then there exists c1 = c1(λ) ∈ (0,∞) such that

E[τBn
]

log(|Bn|)
n→∞−−−−→ c1.

• If λ > λc(Zd), then there exists c2 = c2(λ) ∈ (0,∞) such that

logE[τBn
]

|Bn|
n→∞−−−−→ c2.

Moreover, τBn/E[τBn ] converges in distribution to the exponential
distribution with parameter 1.

This theorem can be seen as a finite-volume phase transition, since it is
the finite-graph counterpart of the phase transition of the contact process
on Zd.

In this context, the supercritical case is often referred to as the metastable
regime. In fact, using standard methods of the contact process on Zd, the
following can be proved. Assume that λ > λc(Zd), fix n0 ∈ N (to be kept
fixed, as a microscopic spatial scale) and n ∈ N (to be taken to infinity).
Let (tn) be a sequence that grows faster than polynomially in n, but much
slower than (E[τBn

])n≥1; the idea is that tn is a time scale for the con-
tact process on Bn, that is enough for some mixing to take place, but far
from enough for extinction. Let (ξt)t≥0 be the contact process with rate λ
on Bn started from all vertices infected. Then, the restriction of ξtn to
the microscopic box Bn0 has distribution that is very close to the restric-
tion to the same box of µ̄, the upper stationary distribution of the contact
process on Zd (infinite volume). The same would hold if we translated the
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box Bn0
inside Bn, as long as we don’t place it too close to the boundary.

This says that the “fake equilibrium” of the metastability is essentially the
infinite-volume (upper) equilibrium restricted to the box. Evidently, the
“real equilibrium” is the infinite-volume lower equilibrium, δ∅, restricted
to the box. We omit proofs, but refer to the reader to the Appendix A.1
of [30], where similar ideas were pursued.

This kind of relation between finite and infinite volume should be much
more general than above case study, as this is reminiscent of the problem
of locality of percolation, see [4, 52, 20]. Presumably, given a sequence of
rooted graphs (Gn, on) that converge locally to an infinite graph (G, o)
(in the sense of Benjamini–Schramm [5]), one should be able to somehow
recover the phase transision(s) of the contact process on (G, o), by looking
at it in (Gn, on).

Some progress in this direction has been achieved for graphs converging
to the infinite d-regular tree Td. We let Gn denote the random d-regular
graph on n vertices. We refrain from giving a full definition of this ran-
dom graph model here, because in Section 5.1 below, we will describe the
configuration model, of which the random d-regular graph is a particular
case (obtained by setting all degrees as d). What is important at the mo-
ment is that, letting on be a vertex of Gn chosen uniformly at random,
then (Gn, on) converges locally to (Td, o), where o is the root of Td. The
following has been proved independently in two works:

Theorem 2.15 (Lalley and Su [42], Mourrat and V. [57]). Let Gn

be the random d-regular graph, with d ≥ 3.

• If λ < λ
(1)
c (Td), then there exists c1 = c1(λ) > 0 such that for any n,

E[τGn
] ≤ c1 log n.

• If λ > λ
(1)
c (Td), then there exists c2 = c2(λ) > 0 such that for any n,

E[τGn ] ≥ ec2n.

Hence in this case, at least for the transition from quick to slow extinc-
tion, the relevant infinite-volume threshold value is λ(1)

c (Td), not λ(2)
c (Td).

It is interesting to contrast this to the case of truncated trees. Given h ∈
N, let Td

h denote the subtree of Td induced by the set of vertices that are
at distance at most h from the root. The contact process on Td

h was first
studied by Stacey [68]. Here we mention the following:

Theorem 2.16 (Cranston, Mountford, Mourrat, V. [21]). For the
contact process on Td

h, the following holds:

• If λ < λ
(2)
c (Td), then there exists c1 = c1(λ) > 0 such that for any n,

E
[
τTd

h

]
≤ c1 log |Td

h|.
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• If λ > λ
(2)
c (Td), then there exists c2 = c2(λ) > 0 such that for any n,

E
[
τTd

h

]
≥ ec2|T

d
h|.

The reader may be puzzled by contrasting this with Theorem 2.15, since
this time, it is the second critical value of Td that plays a role. The puzzle-
ment disappears once we realize that the Benjamini–Schramm limit of Td

h

rooted at a uniformly chosen vertex is not (Td, o). Rather, it is the canopy
tree with random root, denoted (Cd,O). The canopy tree is an infinite graph
constructed by starting with a half-line with vertices {x1, x2, . . .} and ap-
pending trees of increasing heights, as illustrated below for the case d = 3.
The random root O is chosen with P(O = xm) = d−1

dm .

It turns out that λ
(1)
c (Cd) = λ

(2)
c (Cd) = λ

(2)
c (Td). Hence, in this case

we can again say that the threshold between extinction and survival in the
limiting graph is the one that appears in the finite-volume phase transition.
It would be good to have more general results in this direction.

We come back to the discussion of the interplay between the contact
process and local graph convergence in Section 5.1, where we discuss the
configuration model and BGW trees.

2.3.6 Domination by process on regular tree
In this section, we prove that the contact process on any graph where all
degrees are bounded by d can be stochastically dominated by the contact
process on Td. We will not use the result in the rest of this text, but we
find it useful and it is perhaps not so well known, so we decided to include
it.

Theorem 2.17 (Mourrat and V. [57]). Let G = (V,E) be a graph in
which all vertices have degree at most d. Let u∗ ∈ V and λ > 0. Let (ξt)t≥0
be the contact process on G with rate λ started from ξ0 = 1{u∗}, and
let (ξ′t)t≥0 be the contact process on Td with rate λ started from ξ′0 = 1{o}.
Then,

(|{u : ξt(u) = 1}|)t≥0 ⪯ (|{v : ξ′t(v) = 1}|)t≥0.

The proof will rely on the notion of universal covering graph of a graph,
which we now recall. Let G = (V,E) be a connected graph and u∗ ∈ V .
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The universal covering graph of G with root corresponding to u∗ is a
pair (T,Φ), where T = (VT , ET ) is a tree with root o ∈ VT and Φ is a
surjective map Φ : VT → V satisfying:

• Φ(o) = u∗;

• for any a ∈ VT , Φ maps {a} ∪ {b ∈ VT : b ∼ a} isomorphically
into {Φ(a)} ∪ {w ∈ V : w ∼ Φ(a)}.

Let us explain how to construct (T,Φ) with these properties, starting
with a definition. We say that a path γ = (u0, . . . , un) in G (with ui+1 ∼ ui

for each i) is non-backtracking if ui+1 ̸= ui−1 for i = 1, . . . , n − 1. This
includes paths of the form (u), consisting of a single vertex.

Let VT be the set of all non-backtracking paths in V started at u∗,
including the path (u∗), which we denote by o. We now define the edge
set ET as the set of pairs {a, b} for which we can write

a = (u0, . . . , un), b = (u0, . . . , un, un+1)

for some n ∈ N0 and u0, . . . , un+1 ∈ V (in words, b is a one-step continu-
ation of a). Finally, given a = (u0, . . . , un) ∈ VT , we set Φ(a) = un, the
end-vertex of the path.

It should now be clear that T and Φ satisfy the properties listed earlier.

Proof of Theorem 2.17. It suffices to prove the proposition under the ad-
ditional assumption that G is connected. We let (T,Φ) be the universal
covering graph of G with root corresponding to u∗, constructed in the way
explained in the paragraphs before this proof. We assume that the de-
grees of vertices in G are at most d, so the same must hold true for T . In
particular, we can embed a copy of T inside Td.

We define an auxiliary process (ζt)t≥0 on {0, 1}T as follows. We set ζ0 =
1{o}, and (ζt)t≥0 evolves as a contact process with rate λ on T , except that
it follows the extra rule: if the process tries to create a new infection, say
at vertex a ∈ T , and there is already some infected vertex b ∈ Φ−1(Φ(a)),
then the new infection is not created. In particular, there is always at
most one infection inside any of the sets Φ−1(u), with u ∈ V .

Clearly, (ζt)t≥0 is stochastically dominated by a contact process on T ,
which in turn is stochastically dominated by a contact process on Td.
Using the fact that Φ maps 1-neighborhoods of T isomorphically into 1-
neighborhoods of G, it is easy to check that

ξ′t(u) := 1{∃a ∈ Φ−1(u) : ζt(a) = 1}, u ∈ V, t ≥ 0

has the same distribution as a contact process on G started from 1{u∗}.
This completes the proof.
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Corollary 2.18. For any natural number d ≥ 2 and λ < λ
(1)
c (Td), there

exists c > 0 such that the following holds. Let G be a graph in which all
vertices have degree at most d. Let (ξt)t≥0 be the contact process on G
started from a single vertex infected. Then,

P(ξt ̸= ∅) ≤ e−ct, t ≥ 0.

Proof. By Theorem 2.17, it suffices to prove that for any natural num-
ber d ≥ 2 and λ < λ

(1)
c (Td), there exists c > 0 such that, letting (ξt)t≥0

be the contact process with rate λ on Td started from 1{o}, we have

P(ξt ̸= ∅) < Ce−ct for all t ≥ 0. (2.10)

In case d = 2 (so that Td = Z), this is given in [49, Theorem 2.34,
p.60]. In case d ≥ 3, it can be obtained by putting together several results
from the literature on the contact process on Td. Let us give some details
on how this collage is done (the purpose is to give a reference and not
a full explanation, so we refrain from defining the mathematical objects
involved). Consider the function ϕλ(ρ) defined in [49, p.87, Eq.(4.23)] and
the function β(λ) defined in [49, p.96, Eq.(4.48)]. It holds that

β(λ(1)
c (Td)) = 1/d; (2.11)

see [49, Corollary 4.87(b)] (this was originally proved in [67, Eq.(3.13)]).
Next, in [44, Theorem 3’]1

if λ < λ′ and β(λ′) < 1/
√
d, then β(λ) < β(λ′). (2.12)

By putting (2.11) and (2.12) together, we see that

if λ < λ(1)
c (Td), then β(λ) < 1/d. (2.13)

Next, we have

ϕλ(β(λ)) = ϕλ

(
1

dβ(λ)

)
= 1; (2.14)

see [49, p.107, Eq.(4.85)], or the original reference [43, Corollary 1]). By
putting together (2.13) and (2.14), we obtain

if λ < λ(1)
c (Td), then there exists ρ > 1 such that ϕλ(ρ) = 1. (2.15)

1This reference is a correction to a previous paper, [43]. This previous paper states
that λ 7→ β(λ) is strictly increasing on [0, λ

(2)
c ), but a mistake was later found in the

proof. This statement with the incorrect proof is also reproduced in [49, Theorem
4.130]. The weaker result proved in the correction paper [44], expressed here in (2.12),
is fortunately good enough for our purposes.
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Next, [49, Proposition 4.44(a)] gives

if λ < λ(1)
c (Td) and

1√
d
≤ ρ < ρ′, then ϕλ(ρ) < ϕλ(ρ

′). (2.16)

Putting together (2.15) and (2.16) gives

if λ < λ(1)
c (Td), then ϕλ(1) < 1. (2.17)

Finally, letting (ξt)t≥0 be the contact process on Td started with only the
root infected, we have

E[|ξt|] ≤ C(λ) · ϕλ(1)
t for all t ≥ 0, (2.18)

by [49, Proposition 4.27(b)]. The desired bound (2.10) follows by putting
together (2.17) and (2.18).

2.3.7 Stars
Throughout this section, let Sn denote a star graph with n leaves, that is,
a graph isomorphic to G = (V,E) given by

V = {o, x1, . . . , xn}, E = {{o, x1}, . . . , {o, xn}}.

The vertex o, which has degree n, is called the hub.
Provided that n is large (in a way that depends on λ), the contact

process survives for a long time on Sn. This is due to the fact that when
the hub gets infected, it is likely to transmit the infection to many of
the leaves, and moreover, as soon as it recovers, it is likely to receive the
infection again from one of the leaves.

We are particularly interested in this phenomenon in situations where λ
is small. This is because the role of stars becomes most relevant in the
study of the contact process with small λ in graphs with highly inhomoge-
neous degrees. In some of these settings, the process manages to survive
even when λ is very low, because the infection is sustained by stars, and
sent from one star to another. Looking at large λ is then not interesting,
because the process would have managed to survive even without the stars.

Assume that λ is small; then, how big does n need to be for the infection
to survive for a long time on Sn? To answer this, let us do some heuristics.
If the hub were kept artificially infected, then the leaves would evolve
independently, all as the Markov chain that jumps from 0 to 1 with rate λ,
and from 1 to 0 with rate 1. The equilibrium distribution of this chain
assigns probability 1

1+λ to 0 and probability λ
1+λ to 1. Suppose that this

has been running for a long time, so that all leaves are close to equilibrium,
and then we suddenly force a recovery at the hub. The probability that a
leaf that is infected at that time heals before reinfecting the root is 1

1+λ .
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There are about λ
1+λn infected leaves at that time, so the probability that

they all recover without reinfecting the root is about(
1

1 + λ

) λ
1+λn

= exp

{
λ

1 + λ
· log

(
1

1 + λ

)
· n
}
.

When λ is small, we have λ
1+λ · log

(
1

1+λ

)
≈ −λ2. Hence, the exponential

on the right-hand side above is small when n ≫ 1/λ2.
The estimates we obtain below confirm this heuristics: they show that

when λ is small, then the extinction time of the contact process in Sn is
with high probability larger than exp{cλ2n}, for some constant c that does
not depend on λ or n.

We follow the approach in [55]. It should be mentioned that Huang and
Durrett in [35] and Jo in [39] obtained sharper estimates through different
methods, but we will not need them here.

Lemma 2.19. For any ε > 0 there exists c > 0 such that the follow-
ing holds. Let (Xt)t≥0 be the continuous-time Markov chain on {0, 1}
with X0 = 0 and jump rates given by r(1, 0) = 1 and r(0, 1) = β ≥ 1.
Then,

P(Leb({t ∈ [0, 1] : Xt = 0}) > ε) < e−cβ .

Proof. Define T0 := 0 and let 0 < T ′1 < T1 < T ′2 < T2 < · · · be the times
when the chain jumps; that is, for j ≥ 1,

T ′j := inf{t > Tj−1 : Xt = 1}, Tj := inf{t > T ′j : Xt = 0}.

For arbitrary m ∈ N, we have{
m∑
i=1

(T ′i −Ti−1)≤ ε,

m∑
i=1

(Ti −T ′i )> 1

}
⊆

{
m∑
i=1

(T ′i −Ti−1) ≤ ε, Tm > 1

}
⊆ {Leb({t ∈ [0, 1] : Xt = 0}) ≤ ε},

so

P (Leb({t ∈ [0, 1] : Xt = 0}) > ε)

≤ P

(
m∑
i=1

(T ′i − Ti−1) > ε

)
+ P

(
m∑
i=1

(Ti − T ′i ) ≤ 1

)

= P

(
m∑
i=1

Zi > βε

)
+ P

(
m∑
i=1

Z ′i ≤ 1

)
,

where Z1, Z2 . . . , Z
′
1, Z

′
2, . . . are independent Exp(1) random variables. Set-

ting m := max(1, ⌊βε/2⌋), a simple large deviations estimate shows that
both the probabilities on the right-hand side are smaller than exp{−cβ}
uniformly in β ≥ 1, where c is a constant depending on ε.
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Lemma 2.20. There exists c > 0 such that the following holds. Let λ > 0
and m,n ∈ N with n ≥ m ≥ 2e/λ. Let A be a set of leaves of Sn with |A| =
m, and let (ξt)t≥0 be the contact process on Sn with rate λ started from A
infected. Then,

P

(
|ξ1| ≥ (λ ∧ 1)n/(8e),

Leb({t ∈ [0, 1] : ξt(o) = 0}) ≤ 1/4

)
> 1− 3e−c(λ∧1)m. (2.19)

Proof. We denote by E∗ be the event inside the probability in (2.19).
Define the random set

A := {v ∈ A : v has no recovery in [0, 1]}

and the event
E1 := {|A | ≥ m/(2e)}.

We have

P(E1) = P(Bin(m, 1/e) ≥ m/(2e)) > 1− exp{−cm}, (2.20)

where the first inequality is a Chernoff bound (c > 0 is a constant that
does not depend on m, n or λ, and its value may decrease in the rest of
the proof).

Next, define the auxiliary process (Yt)0≤t≤1 on {0, 1} as follows. Set
Y0 = 0; then, let (Yt) evolve as follows:

• when at state 0, it jumps to state 1 when there is a transmission
from an element of A to o;

• when at state 1, it jumps to state 0 when there is a recovery mark
at o.

Clearly, we have
Yt ≥ ξt(o), 0 ≤ t ≤ 1.

Conditionally on E1, the process (Yt)0≤t≤1 stochastically dominates the
process (Ỹt)0≤t≤1, where (Ỹt)t≥0 is a continuous-time Markov chain on {0,1}
that has Ỹ0 = 0, jumps from 1 to 0 with rate 1 and jumps from 0 to 1 with
rate β := λ · |A | ≥ λm

2e ≥ 1, by the assumption on m. Thus, defining

E2 :=

{
Leb({t ∈ [0, 1] : Yt = 1}) ≥ 3

4

}
,

using Lemma 2.19 and reducing the value of c if necessary, we have

P(E2 | E1) > 1− exp{−cλm}. (2.21)
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We now split the proof into two cases, the first one being when m ≥
n/2. In this case, we have m/(2e) ≥ n/(4e) ≥ (λ ∧ 1)n/(4e), so E∗ ⊇
E1 ∩ E2, and the proof is then complete in this case.

We now turn to the second case, when m < n/2. Define the random
set

B :=

 v ∈ Sn\(A ∪ {o}) : v has no recovery in [0, 1],
there exists t ∈ (0, 1) such that Yt = 1 and
there is a transmission from o to v at time t

 .

Note that the number of infected leaves in ξ1 is bounded from below by |B|.
Define the event

E3 :=

{
|B| ≥ (λ ∧ 1)n

8e

}
,

so that E∗ ⊇ E2∩E3. Let G denote the σ-algebra generated by the recovery
marks at A ∪ {o} and the transmission times between A and o, all inside
the time interval [0, 1]. Then, E2 ∈ G, and on E2,

P(E3 | G) = P
(
Bin

(
n− |A|, 1

e
(1− e−

3
4λ)

)
≥ (λ ∧ 1)n

8e

)
. (2.22)

We bound
1− e−

3
4λ ≥ 1− e−

3
4 (λ∧1) ≥ 3(λ ∧ 1)

8
,

where in the second inequality we have used the fact that 1 − e−x ≥ x/2
for x ∈ [0, 1]. Also using the assumption that |A| = m < n/2, the right-
hand side of (2.22) is bounded from below by

P
(
Bin

(
n

2
,
3(λ ∧ 1)

8e

)
≥ (λ ∧ 1)n

8e

)
.

Since 3
16 > 1

8 , we obtain

P(E3 | E1 ∩E2) =
E[P(E3 | G) · 1E1∩E2 ]

P(E1 ∩ E2)
≥ 1− e−c(λ∧1)n ≥ 1− e−c(λ∧1)m.

This completes the proof.

We now see two important consequences of the above lemma.

Lemma 2.21. For any ε > 0 there exists C > 0 such that the following
holds. Let λ ∈ (0, 1] and n ≥ C/λ2. Letting (ξt)t≥0 denote the contact
process on Sn started from only the hub infected, we have

P
(
∃t > 0 : |ξt| ≥

λn

8e

)
≥ 1− ε.
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Proof. Fix ε > 0 and λ ∈ (0, 1]. Let

δ := − log
(
1− ε

3

)
(2.23)

and, letting c be the constant of Lemma 2.20, let

C0 := −1

c
· log

(ε
3

)
. (2.24)

Now, we can choose C > 0 large enough that

P
(
Bin

(⌊
C

λ2

⌋
, 1− e−λδ

)
>

C0

λ

)
> 1− ε

3
(2.25)

uniformly over λ ∈ (0, 1].
Let E1 be the event that o has no recovery before time δ. By (2.23), we

have P(E1) = ε/3. Let E2 be the event that in the time interval [0, δ], at
least C0/λ leaves become infected. By (2.25), we have P(E2 | E1) > 1−ε/3.
Let E3 be the event that at time δ+1, there are at least λn/(8e) infected
leaves. By (2.24) and Lemma 2.20, we have P(E3 | E2) > 1 − ε/3. This
completes the proof.

Proposition 2.22. There exists c > 0 such that the following holds.
Let λ ∈ (0, 1] and n ≥ 32e2

λ2 . Let A be a set of leaves of Sn with |A| ≥ λn
8e .

Then, the contact process (ξt)t≥0 on Sn with rate λ and started from A
infected satisfies

P

(
ξexp{cλ2n} ̸= ∅ and for all t ∈ [1, exp{cλ2n}]

we have Leb({s ∈ [t− 1, t] : ξs(o) = 1}) ≥ 1
2

)
> 1− e−cλ

2n.

Proof. Let m := ⌊λn/(8e)⌋. Note that m ≥ 2e
λ . Define the events

Ek,∗ :=

{
Leb({s ∈ [k, k + 1] : ξs(o) = 1}) ≥ 3

4 ,

ξk+1 has at least m infected leaves

}
, k ∈ N0.

By Lemma 2.20, we have P((E0,∗)
c) ≤ e−cλ

2n and P((Ek,∗)
c | Ek−1,∗) ≤

e−cλ
2n for any k. The desired claim easily follows, by reducing the value

of c.

We conclude this section with the following result, which goes in the
opposite direction as the previous ones, giving a lower bound for the pro-
bability that the contact process on Sn dies out in a relatively short period
of time.
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Proposition 2.23. Let λ ∈ (0, 1
4 ) and S be a star graph with n leaves.

Then, the extinction time τS of the contact process with rate λ on S satis-
fies

P(τS ≤ 3 log 1
λ ) ≥

1

4
· e−16λ

2n.

In particular, for any t > 0,

P(τS > t) ≤
(
1− 1

4
e−16λ

2n

)⌊t/(3 log(1/λ))⌋

. (2.26)

Proof. Let σ denote the time of the first recovery mark at the hub o after
time log 1

λ . We have

P(τS ≤ 3 log 1
λ ) ≥ P(σ ≤ 2 log 1

λ , τS ≤ σ + log 1
λ ). (2.27)

For each vertex v ̸= o, let A(v) denote the event that there exists t ∈
[σ, σ + log 1

λ ] such that there is a recovery mark at v at time t, and there
is no transmission from v to o between times σ and t. The probability
of A(v) equals

(1− e−(λ+1) log(1/λ)) · 1

1 + λ
≥ (1− e− log(1/λ)) · 1

1 + λ

≥ (1− λ)(1− λ) ≥ 1− 2λ,

where we have used the inequality 1/(1 + λ) ≥ 1 − λ, which holds for
all λ > 0. Letting (Ft)t≥0 denote the filtration generated by the graphical
construction, the probability on the right-hand side of (2.27) is larger than

E
[
1{σ ≤ log 1

λ} · P (∩v∈ξσA(v)| Fσ)
]
≥ E

[
1{σ ≤ log 1

λ} · (1− 2λ)|ξσ|
]
.

(2.28)
For each v ̸=o, let (Xt(v))t≥0 be the process on {0, 1} which has X0(v) =

1 and switches to state 0 whenever there is a recovery mark at v, and
switches to state 1 whenever there is a transmission from o to v (even if o
is not infected at the time of that transmission). Then, ξt(v) ≤ Xt(v) for
any t, and the processes (Xt(v)) over different choices of v are independent
(and they are independent of σ). Moreover, it is easy to see that

P(Xt(v) = 1) = e−(λ+1)t + (1− e−(λ+1)t) · λ

1 + λ
≤ e−t + λ.

Since σ ≥ log 1
λ , we bound

P(Xσ(v) = 1) ≤ 2λ.
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Hence,

P(|ξσ| ≤ 4λn | Fσ) ≥ P

(∑
v

Xσ(v) ≤ 4λn | Fσ

)

≥ P(Bin(n, 2λ) ≤ 4λn) ≥ 1

2
,

by Markov’s inequality.
Now, the right-hand side of (2.28) is larger than

(1− 2λ)4λn · P(σ ≤ 2 log 1
λ , |ξσ| ≤ 4λn)

≥ (1− 2λ)4λn · 1
2
· P(σ ≤ 2 log 1

λ )

= (1− 2λ)4λn · 1
2
· (1− e− log(1/λ)) ≥ 1

4
(1− 2λ)4λn,

since λ < 1
2 . Using the inequality 1−x ≥ e−2x, which holds if x ∈ (0, 1/2),

together with the fact that λ < 1
4 , we bound (1 − 2λ)4λn ≥ e−16λ

2n,
completing the proof.

2.3.8 FKG inequality for the contact process
In Section 2.1, we have already stated the FKG inequality for discrete
product measures. We will now state a version of this inequality that
pertains to a partial order on the space of realizations of the graphical
construction of the contact process. This involves some topological tech-
nicalities, which we will only briefly explain, directing the reader to [8] for
further details.

Let X be the collection of infinite subsets of [0,∞) that intersect every
bounded interval only finitely many times. Let φ be the one-to-one map-
ping from X to the space of càdlàg functions from [0,∞) to N0 given
by (φ(χ))(t) = |χ ∩ [0, t]| for all t ≥ 0. Then, let O be the Skorohod
topology on this set of càdlàg functions (see [10]), and take the topol-
ogy {φ−1(O) : O ∈ O} on X . Loosely speaking, χ, χ′ ∈ X are close to
each other in this topology if, for some large t, χ∩ [0, t] and χ′ ∩ [0, t] have
the same number of elements, and letting x1 < · · · < xm be the elements
of χ ∩ [0, t] and y1 < · · · < ym the elements of χ′ ∩ [0, t], we have that xi

is close to yi, for each i.
Let us denote by H the space of realizations of the graphical construc-

tion of the contact process on the graph G = (V,E). By definition, H
is the product space consisting of copies of X indexed by V ∪ {(x, y) :
{x, y} ∈ E}. We take the infinite product topology on H (and the as-
sociated Borel σ-algebra, where we define the probability measure P as
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prescribed in the definition of the graphical construction). We can now
talk about the topological boundary ∂A of an event A ∈ H .

The last ingredient is a partial order on H . For ω, ω′ ∈ H , we say
that ω ⪯ ω′ if every arrow in ω is also present in ω′, and every recovery
mark of ω′ is also present in ω. As before, an event A ∈ H is increasing
if [ω ∈ A, ω ⪯ ω′] implies ω′ ∈ A. We are now ready to state:

Theorem 2.24 (FKG inequality for the contact process, [8]). If
A,B ∈ H are increasing and P(∂A) = P(∂B) = 0, then P(A ∩ B) ≥
P(A) · P(B).

For many events of interest, it is not hard to check that the topological
boundary has measure zero. This is the case, for instance, for an event
of the form A := {(x, s) ⇝ (y, t)}. To see this, also define B as the
set of ω’s for which either: some Poisson process has an arrival exactly
at s, or some Poisson process has an arrival exactly at t, or two distinct
Poisson processes have arrivals at exactly the same time. Then, P(B) = 0.
By considering small perturbations of the point processes, it is easy to
check that if h ∈ A ∩ Bc, then h is in the topological interior of A, and
if h ∈ Ac ∩ Bc, then h is in the topological interior of Ac. This shows
that ∂A ⊂ B.

We will also use the fact that

P((x, 0)⇝∞, (y, 0)⇝∞) ≥ P((x, 0)⇝∞) · P((y, 0)⇝∞), (2.29)

which can be obtained from the FKG inequality and an approximation
argument, as follows. For each n ∈ N, let Λx,n be the event that there is
an infection path from (x, 0) to some point in the set

{(v, s) : dist(x, v) = n, 0 ≤ s ≤ n} ∪ {(v, n) : dist(x, v) ≤ n},

and define Λy,n similarly, with x replaced by y. Arguing as above, we
can show that P(∂Λx,n) = P(∂Λy,n) = 0 and both events are increasing,
so P(Λx,n ∩ Λy,n) ≥ P(Λx,n) · P(Λy,n). We then have

P((x, 0)⇝∞, (y, 0)⇝∞) = lim
n→∞

P(Λx,n ∩ Λy,n)

≥ lim
n→∞

P(Λx,n) · P(Λy,n)

= P((x, 0)⇝∞) · P((y, 0)⇝∞).



Chapter 3

General metastability
results on graphs

In the mathematical treatment of metastability, the task of proving that
a particle system is metastable often relies heavily on the specificities of
the environment where it evolves. The contact process has a privileged
position in this respect: as we will see in this chapter, there are proofs of
metastability that apply at once to all graphs.

Recall that any infinite connected graph G contains an infinite half-line
inside it, which implies by monotonicity that λc(G) ≤ λc(N) = λc(Z). In
other words, if the infectivity is high enough that the process can survive
on a half-line, then it can also survive on any infinite connected graph. As
we will see, the counterpart of this idea for finite graphs is that, when λ >
λc(Z), the contact process with rate λ survives for very long (exponentially
in the number of vertices) on arbitrary connected graphs.

The first result in this direction was the following:

Theorem 3.1 (Mountford, Mourrat, V. and Yao [54]). For any λ >
λc(Z) and d ∈ N, there exists c > 0 such that the following holds. For any
connected graph G = (V,E) in which all degrees are smaller than or equal
to d, letting τG be the extinction time of the contact process with rate λ
on G, we have

E[τG] > exp{c|V |}.

Here, the assumption that degrees are bounded may seem puzzling: if
the graph has vertices of big degrees, this should only help the infection
spread more easily, thus leading to even larger extinction times. This
intuition should be correct, and the bounded degree assumption is made for
technical reasons. It allows one to split the graph into smaller pieces (see
Lemma 3.15 below), and use recursive methods involving the extinction
times of the pieces (in the spirit of Proposition 3.13 below).

44
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We believe that a statement like the one of Theorem 3.1, but without
any degree boundedness assumption, should be true. The best available
progress in this direction is the following.

Theorem 3.2 (Schapira and V. [63]). For any λ > λc(Z) and ε >
0, there exists c > 0 such that the following holds. For any connected
graph G = (V,E) with at least two vertices, letting τG be the extinction
time of the contact process with rate λ on G, we have

E[τG] > exp

{
c

|V |
(log |V |)1+ε

}
. (3.1)

Apart from the proof of Theorem 3.2, the reference [63] contains a new
and shorter proof of Theorem 3.1. In the present text, we will fully prove
Theorem 3.1 (following the shorter approach of [63]), but for brevity, rather
then proving Theorem 3.2, we will prove the weaker statement given in the
proposition below.

Proposition 3.3. For any λ > λc(Z), there exists c > 0 such that the
following holds. For any connected graph G, letting τG be the extinction
time of the contact process with rate λ on G, we have

E[τG] > exp{c|V |1/3}. (3.2)

Concerning all these results, it is worth it to remind the reader that,
using the inequality P(τG ≤ t) ≤ t/E[τG] from Lemma 2.13, we can take
advantage of lower bounds on the expectation of the extinction time to
obtain upper bounds for the probability that the extinction time is too
short.

We will also see a general result pertaining to convergence to the ex-
ponential distribution:

Theorem 3.4 (Schapira and V. [63]). Let λ > 0 and (Gn)n≥1 =

((Vn, En))n≥1 be a sequence of connected graphs with |Vn|
n→∞−−−−→ ∞. Let τGn

denote the extinction time of the contact process with rate λ on Gn. Then,
as n → ∞, τGn/E[τGn ] converges in distribution to the exponential distri-
bution with parameter 1.

A weaker version of this statement had been established earlier in [54].
A key tool that goes into all these results is a coupling bound on the con-

tact process with λ > λc(Z), which we develop in Section 3.1 (specifically,
see Proposition 3.6 there). We then prove Theorem 3.1 and Proposition 3.3
in Section 3.2, and prove Theorem 3.4 in Section 3.3.

3.1 Coupling on general graphs
Let G = (V,E) be a graph and H be a realization of the graphical cons-
truction for the contact process on G. We say that H is fully coupled on
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the time interval [s, t] if for every x ∈ V ,

either (x, s) ̸⇝ V × {t} or {y : (x, s)⇝ (y, t)} = {y : V × s⇝ (y, t)}.

The following lemma, whose proof is elementary and left to the reader,
gathers some properties of this definition.

Lemma 3.5. (a) Assume that H is fully coupled on [0, t] and (ξAt ) and
(ξVt ) are both constructed from H, with ξA0 = 1A and ξV0 ≡ 1; then,
either ξAt = ∅ or ξAt = ξVt .

(b) H is fully coupled on [s, t] if and only if for every u, v ∈ V such
that (u, s) ⇝ V × {t} and V × {s} ⇝ (v, t), we also have (u, s) ⇝
(v, t).

(c) If H is fully coupled on [s, t] and [s′, t′] ⊇ [s, t], then H is fully
coupled on [s′, t′].

(d) If s ≤ t ≤ s′ ≤ t′, then the events that H is fully coupled on [s, t]
and that H is fully coupled on [s′, t′] are independent.

(e) For s1 < s2 < s3 < s4, assume that V ×{s1}⇝ V ×{s3}, V ×{s2}⇝
V ×{s4} and H is fully coupled on [s2, s3]; then, V ×{s1}⇝ V ×{s4}.

The main goal of this section is to prove the following.

Proposition 3.6. For any λ > λc(Z), there exists c1 = c1(λ) > 0 such
that for every n and every connected graph G with n vertices, a graphi-
cal construction of the contact process with rate λ on G is fully coupled
on [0, n(log n)3] with probability above c1.

By combining this proposition with Lemma 3.5(c) and (d), we obtain:

Corollary 3.7. Assume that λ > λc(Z) and G is a connected graph with n
vertices. Then, a graphical construction of the contact process with rate λ
on G is fully coupled on [0, t] with probability above (1− c1)

⌊t/(n(logn)3)⌋.

We now state two lemmas that have similar statements, the first con-
cerning line segments and the second, stars.

Lemma 3.8. For any λ > λc(Z), there exists cline = cline(λ) > 0 such that
for any n ∈ N, the graphical construction H for the contact process with
rate λ on the line segment {1, . . . , n} satisfies

(a) for any vertex v,

P

 ∃s1 < n/cline : (v, 0)⇝ (1, s1),
∃s2 < n/cline : (v, 0)⇝ (n, s2),
(v, 0)⇝ {1, . . . , n} × {n/cline}

 > cline

and
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(b) H is fully coupled on [0, n/cline] with probability above 1− e−clinen.

Lemma 3.9. For any λ > 0, there exists cstar = cstar(λ) > 0 such that
for any n ∈ N, the graphical construction H for the contact process with
rate λ on Sn, the star graph with n leaves, satisfies

(a) for any vertex v, P((v, 0)⇝ Sn × {n}) > cstar and

(b) H is fully coupled on [0, n] with probability above 1− e−cstarn.

Proofs of both these lemmas can be found on the appendix of [63].
Since they are somewhat long and involve mostly routine arguments, we
do not repeat them here.

Using Theorem 2.14 and decreasing the value of cline in Lemma 3.8 if
necessary (in a way that depends on λ), we can assume that

E[τ{1,...,n}] > ecline·n for all n ∈ N. (3.3)

Similarly, from our estimates on star graphs in Section 2.3.7, it is easy
to see that we can decrease the value of cstar if necessary (in a way that
depends on λ) to have

E[τSn
] > ecstar·n for all n ∈ N. (3.4)

Define
c0 = c0(λ) :=

1
3 min(cline(λ), cstar(λ)). (3.5)

Let G = (V,E) be a graph consisting of either a line segment or a star,
and λ > 0. We say that G is lit in a configuration ξ ∈ {0, 1}V , or simply
that ξ is lit, if the contact process on V with rate λ satisfies

P(ξexp{c0·|V |} ̸= ∅ | ξ0 = ξ) > 1− e−c0·|V |.

We emphasize that the property of being lit depends on the value of λ,
and on the constants cline and cstar that have been fixed. It is also worth
noting that if ξ is lit and ξ′ ≥ ξ, then ξ′ is lit.

The following is an easy consequence of previously seen bounds:

Lemma 3.10. Assume that λ > λc(Z) and G is either a line segment
or a star. Then, the fully occupied configuration ξ ≡ 1 is lit. Moreover,
assuming (ξt)t≥0 starts from ξ0 ≡ 1, we have

P(ξt is lit) > 1− 2e−c0(λ)·|V | for all t ∈ [0, ec0n].

Proof. We assume throughout the proof that ξ0 ≡ 1. For any t ≥ 0,

P(ξt = ∅) ≤ t

E[τG]
≤ t

exp{min(cline, cstar)|V |}
≤ t exp{−3c0|V |}, (3.6)
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where the first inequality follows from Lemma 2.13, the second inequality
from (3.3) and (3.4), and the third from the definition of c0. Setting t =
exp{c0|V |} gives the first claim of the lemma.

We now turn to the second claim. Let U be the set of configurations ξ
that are not lit. Abbreviate t0 := exp{c0|V |}. For any t ≥ 0 we have

P(ξt+t0 = ∅) ≥ E[1{ξt ∈ U} · P(ξt+t0 = ∅ | (ξs : 0 ≤ s ≤ t))]

≥ e−c0|V | · P(ξt ∈ U)

by the Markov property and the definition of being lit. Then,

P(ξt ∈ U) ≤ ec0|V | · P(ξt+t0 = ∅)
(3.6)
≤ (t+ t0) · e−3c0|V |.

When t ≤ t0, the right-hand side is at most 2e−2c0|V |, completing the
proof.

Lemma 3.11. Let λ > 0, and let Gn be the graph given either by the
line segment {1, . . . , n} or a star with n leaves. Then, for the contact
process (ξt)t≥0 with rate λ on Gn, we have

ξ0 is lit =⇒ P(ξt is lit) > 1− 4e−c0n for any t ∈ [n/c0, e
c0n].

Proof. Assume that ξ0 is lit. Let (ξ1t )t≥0 be the process obtained from the
same graphical construction as (ξt)t, with ξ10 ≡ 1. Then, for any t ≥ 0,

P(ξt is not lit) ≤ P(ξt = ∅) + P(ξt ̸= ∅, ξt ̸= ξ1t ) + P(ξ1t is not lit).

If t ≤ ec0n, then P(ξt = ∅) < e−c0n because ξ0 is lit, and P(ξ1t is not lit) <
2e−c0n by Lemma 3.10. Finally, the event {ξt ̸= ∅, ξt ̸= ξ1t } is contained
in the event that the graphical construction is not fully coupled on [0, t], by
Lemma 3.5(a); if t ≥ n/c0, then this has probability is smaller than e−c0n,
by Lemma 3.8(b) and Lemma 3.9(b).

Lemma 3.12. Let λ > λc(Z), and let Gn be the graph given either by
the line segment {1, . . . , n} or a star with n leaves. Then, for the contact
process (ξt)t≥0 with rate λ on Gn,

ξ0 has at least one infection =⇒ P(ξn/c0 is lit) > c0 − 2e−c0n.

Proof. Let v be a vertex with ξ0(v) = 1. Using a single graphical construc-
tion, we couple the contact process (ξt)t≥0 that appears in the statement
of the lemma with (ξ

{v}
t )t≥0 (for which ξ

{v}
0 = 1{v}) and (ξ1t )t≥0 (for

which ξ10 ≡ 1). Then, for any t,

P(ξt is lit) ≥ P(ξ{v}t is lit) ≥ P(ξ{v}t = ξ1t )− P(ξ1t is not lit).

The desired inequality now follows from Lemma 3.8, Lemma 3.9, and
Lemma 3.10.
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Proof of Proposition 3.6. It is sufficient to find c1 so that the statement of
the proposition holds for n large enough; after that, we can reduce c1 if
necessary, to also cover the remaining values of n.

Fix a connected graph G = (V,E) with n vertices. Let d be the maxi-
mum degree of vertices of G, and diam(G) the diameter of G. We have

n ≤
diam(G)∑

i=0

di =
ddiam(G)+1 − 1

d− 1
≤ ddiam(G)+1.

If n is large enough, we have (
√
log n)

√
logn+1 < n; using this together

with the above inequality, we obtain

max(d,diam(G)) ≥
√
log(n). (3.7)

This implies that G has a subgraph G0 = (V0, E0) which is either a star
or a line segment with

N := |V0| ≥ max(
√
log(n),diam(G)).

We take a graphical construction of the contact process on G. As usual,
we write ξAt := {u : A× {0}⇝ (u, t)}.

Claim 1. For any non-empty A ⊆ V , we have

P
(
G0 is lit in ξAt for some t ≤ 2N/c0

)
> c20 − 2c0e

−c0N . (3.8)

Proof. Let σ := inf{t : ξAt ∩ V0 ̸= ∅}. By Lemma 3.8(a), we have

P(σ ≤ dist(A, V0)/c0) > c0.

Since dist(A, V0) ≤ diam(G) ≤ N , this also gives

P(σ ≤ N/c0) > c0.

Next, Lemma 3.12 and the strong Markov property give

P(G0 is lit in ξAσ+N/c0
| σ ≤ N/c0) > c0 − 2e−c0N .

Let c̄ := c20/2. When n is large enough (and hence N is large enough),
the right-hand side of (3.8) is larger than c̄. It then follows from Claim 1
that for any t ≥ 0,

P(ξt ̸= ∅, G0 is not lit in ξAs for any s ≤ t) ≤ (1− c̄)
⌊ t
2N/c0

⌋
. (3.9)

We let t0 := 30N
c0c̄

, which is a choice of t that makes the right-hand side
of the above inequality smaller than e−10. If G0 becomes lit, there is a
good chance that the infection inside it remains active for a long time,
even without help from outside. We use this in the following claim.



50 D. Valesin

Claim 2. If n is large enough, then for any non-empty A ⊆ V ,

P(ξAt0 ̸= ∅, ∄w ∈ V0 : A× {0}⇝ (w, t0)
G0⇝ V0 × {2t0}) < 2e−10 (3.10)

(we write ‘G0⇝’ meaning that the infection path in question must stay in-
side G0).

Proof. Let σ′ := inf{t : G0 is lit in ξAt }. The probability in (3.10) is
smaller than

P(ξAt0 ̸= ∅, σ′ > t0) (3.11)

+ P
(

σ′ ≤ t0, there is no infection path that starts
at V0 × {σ′}, stays inside G0 and reaches V0 × {2t0}

)
. (3.12)

As explained earlier, the choice of t0 makes it so that the probability
in (3.11) is smaller than e−10. Noting that ec0N ≫ 2t0, the probability
in (3.12) is smaller than

P
(

there is no infection path that starts at V0 × {σ′},
stays inside G0 and reaches V0 × {σ′ + ec0N}

∣∣∣∣σ′ ≤ t0

)
.

Using the definition of being lit, this is smaller than e−c0N ≪ e−10.

Now define K := ⌊(log n)2⌋ and the set of times

sk := 3t0 · k, s′k := sk + t0, s′′k := sk + 2t0, k ∈ {0, . . . ,K}.

For any u ∈ V and k ∈ {0, . . . ,K − 1}, we say that the process (ξut )t≥0
misbehaves for k if

(u, 0)⇝ V × {s′k}, ∄w ∈ V0 : (u, 0)⇝ (w, s′k)
G0⇝ V0 × {s′′k}.

Let (Ft)t≥0 be the natural filtration generated by the graphical construc-
tion. By Claim 2 and the Markov property, we have that

on {ξusk ̸= ∅}, P((ξut ) misbehaves for k | Fsk) < 2e−10. (3.13)

We say that u ∈ V is bad if the number of k ∈ {0, . . . ,K−1} for which (ξut )
misbehaves is larger than K/3.

Claim 3. For any u ∈ V , the probability that u is bad is at most 2−K .

Proof. For any I ⊆ {0, . . . ,K}, by using (3.13) recursively, we have

P((ξut ) misbehaves for all k ∈ I) < e−10|I|.
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Hence,

P(u is bad) ≤
∑

I⊆{0,...,K}:
|I|≥K/3

e−10|I| ≤ 2K · e−10K/3 < 2−K .

Next, we consider dual processes. For u ∈ V and k ∈ {0, . . . ,K − 1},
we say that u misbehaves backwards for k if

V ×{T − s′k}⇝ (u, T ), ∄w ∈ V0 : V0×{T − s′′k}
G0⇝ (w, T − s′k)⇝ (u, T ).

We say that u is bad backwards if the number of k ∈ {0, . . . ,K − 1}
for which (ξ̂ut ) misbehaves backwards is larger than K/3. By Claim 3 and
self-duality of the contact process, for any u, this happens with probability
smalelr than 2−K .

We now define the event A as the event that no vertex is bad, no vertex
is bad backwards, and for every k ∈ {0, . . . ,K − 1}, the graphical cons-
truction inside V0 is fully coupled on the interval [s′k, s

′′
k ].

Claim 4. The probability of Ac can be made as small as desired by
taking n large.

Proof. Recall that G0 is either a star graph or a line segment with cardinal-
ity N , and that s′′k−s′k = t0 = 30N/(c0c̄) > N/c0. Hence, by Lemma 3.9(a)
and Lemma 3.8(b), the graphical construction inside G0 is fully coupled
on any one of the intervals [s′k, s

′′
k ] with probability above 1−e−c0N . Using

a union bound over all vertices and all time intervals, we get

P(Ac) ≤ 2 · 2−Kn+K · e−c0N = 2−⌊(logn)2⌋+1 · n+ ⌊(log n)2⌋ · e−c0
√
logn,

which can be made small by taking n large.

Claim 5. If A occurs, then the graphical construction on G is fully coupled
on [0, T ], where T := Kt0.

Proof. We will verify the condition given in Lemma 3.5. Fix a realization
of the graphical construction for which A occurs, and let u, v be vertices
of G such that (u, 0) ⇝ V × {T} and V × {0} ⇝ (v, T ). Since neither u
nor v are bad, there exists k∗ ∈ {0, . . . ,K − 1} such that u does not
misbehave for k∗ and v does not misbehave backwards for K − 1 − k∗.
This implies that there exist w′, w′′ ∈ V0 such that

(u, 0)⇝ (w′, s′k∗)
G0⇝ V0 × {s′′k∗}, V0 × {s′k∗} G0⇝ (w′′, s′′k∗)⇝ (v, T ).

Since the graphical construction inside G0 is fully coupled in [s′k, s
′′
k ], we

must also have (w′, s′k∗)⇝ (w′′, s′′k∗), hence (u, 0)⇝ (v, T ) as required.
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Finally, note that T = ⌊(log n)2⌋ · 30N/(c0c̄) ≤ n(log n)3, so if the
graphical construction is fully coupled in [0, T ], it is also fully coupled
in [0, n(log n)3], by (3.5)(c).

3.2 Long survival on general graphs

3.2.1 Product bounds on extinction time
The following proposition gives a first idea of the application we have in
mind for the notion of the contact process to be fully coupled.

Proposition 3.13. For any λ > λc(Z), there exists csplit = csplit(λ) > 0
such that the following holds. Let m ≥ 2, and G = (V,E) be a graph
containing m disjoint and connected subgraphs G1 = (V1, E1), . . . , Gm =
(Vm, Em). Then,

E[τG] ≥
csplit

(2|V |4)m
·

m∏
i=1

E[τGi
]. (3.14)

Proof. It suffices to prove the statement for G = (V,E) with |V | large
enough. Once this is done, we can reduce the value of csplit to take care of
smaller |V |.

Let (ξt)t≥0 be the contact process on G obtained from a graphical
construction H, starting from all vertices infected. Fix s > 0, to be chosen
later. For each k ∈ N0, define the events

Crossk :=

m⋃
i=1

{Vi × {ks}⇝ Vi × {(k + 2)s} inside Gi},

and
Coupk := {H is fully coupled in [ks, (k + 1)s]}.

Using Lemma 3.5(e), we see that, for any K ∈ N,

{ξsK ̸= ∅} ⊇
K⋂

k=0

(Crossk ∩ Coupk).

Lemma 2.13 and independence give

P((Crossk)c) ≤
(2s)m∏m

i=1 E[τGi ]
, (3.15)

and Corollary 3.7 gives

P((Coupk)c) ≤ exp

{
−c1

⌊
s

|V |(log(|V |))3

⌋}
. (3.16)
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Combining these observations with a union bound gives, for all t ≥ s,

P(τG ≤ t) ≤
⌈
t

s

⌉
·
(

(2s)m∏m
i=1 E[τGi

]
+ exp

{
−c1

⌊
s

|V |(log(|V |))3

⌋})
. (3.17)

We now set

s = |V |4, t =

∏m
i=1 E[τGi

]

2m+3sm−1
.

For now, let us assume that s ≤ t; the case s > t will be treated later.
When s ≤ t, we have ⌈t/s⌉ ≤ 2t/s, and by (3.17),

P(τG ≤ t) ≤ 1

4
+

∏m
i=1 E[τGi

]

2m+2|V |4m
· exp

{
−c1

⌊
|V |3

(log(|V |))3

⌋}
(3.18)

If |V | is large enough we have 2m+2|V |4m > 1. Additionally, by Lemma 2.12,
we can bound

E[τGi
] ≤ ((1− e−1)−1 ∨ e2λ)|Vi|2 ,

so
m∏
i=1

E[τGi
] ≤ ((1− e−1)−1 ∨ e2λ)|V |

2

.

This shows that, if |V | is large enough, the expression on the right-hand
side of (3.18) is smaller than 1/2. Hence,

E[τG] ≥ t · P(τG > t) ≥
∏m

i=1 E[τGi
]

2m+4|V |4m−4
≥
∏m

i=1 E[τGi
]

2m+4|V |4m
,

so the desired bound holds in this case.
It remains to treat the case where t < s. Writing t/s < 1 and bound-

ing E[τG] ≥ 1 (since any fixed vertex recovers after an amount of time with
expectation 1), we have

E[τG] ≥ 1 >
t

s
=

∏m
i=1 E[τGi

]

2m+3|V |4m
,

giving the bound in this case as well.

For situations where the subgraphs G1, . . . , Gm are small compared
to G, the following proposition can be more useful than the previous one.

Proposition 3.14. Assume that λ > λc(Z). Let m ≥ 2, and G be a graph
containing m disjoint and connected subgraphs G1 = (V1, E1), . . . , Gm =
(Vm, Em). Then, for any s, t with 0 < s < t, we have

P(τG ≤ t)

≤
⌊
t

s

⌋
·

 (2s)m∏m
i=1 E[τGi

]
+

∑
1≤i<j≤m

exp

{
−ccoup ·

⌈
s

σi,j(log σi,j)3

⌉} ,

(3.19)
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where
σi,j := |Vi|+ |Vj |+ dist(Vi, Vj)− 1.

Proof. Let Gi,j be the subgraph of G consisting of Gi, Gj , and a path
of minimal length connecting the two. Note that the number of vertices
of Gi,j is σi,j .

As in the previous proof, for k ∈ N0, define

Crossk :=

m⋃
i=1

{Vi × {ks}⇝ Vi × {(k + 2)s} inside Gi};

also define

Coupk :=
⋂

1≤i<j≤m

{
The restriction of H to Gi

is fully coupled in [ks, (k + 1)s]

}
.

We then have

{ξsK ̸= ∅} ⊇
K⋂

k=0

(Crossk ∩ Coupk).

The proof now follows by bounding as in (3.15) and (3.16).

3.2.2 Recursive proofs of long survival
In this section, we prove Theorem 3.1 and Proposition 3.3. The following
lemma about splitting trees will be useful. We write |T | for the number of
vertices of a tree T .

Lemma 3.15. Let d ≥ 2 and let T be a finite and connected tree in which
all vertices have degree smaller than or equal to d. Then, there exists an
edge of e whose removal produces two subtrees, both of which contain at
least ⌈(|T | − 1)/d⌉ vertices.

Proof. Given an edge e = {u, v} of T , the removal of e breaks T into two
subtrees, which we denote by Te,u ∋ u and Te,v ∋ v. We then define f(e) :=
max(|Te,u|, |Te,v|). Let ē = {ū, v̄} be an edge for which f is minimized;
assume that f(ē) = |Tē,ū| ≥ |Tē,v̄|. Let v1, . . . , vm denote the neighbors
of ū other than v̄. For any i we have

|T{ū,vi},vi | < |Tē,ū|

and
max(|T{ū,vi},vi |, |T{ū,vi},ū|) = f({ū, vi}) ≥ f(ē) = |Tē,ū|.

where the last inequality follows from the minimality of ē. Putting these
two inequalities together gives

|T{ū,vi},ū| ≥ |Tē,ū| ⇒ |T |−|T{ū,vi},ū| ≤ |T |−|Tē,ū| ⇒ |T{ū,vi},vi | ≤ |Tē,v̄|.
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Then,
|T | = 1 + |Tē,v̄|+

∑
i

|T{ū,vi},vi | ≤ 1 + d · |Tē,v̄|.

We have thus obtained |Tē,ū| ≥ |Tē,v̄| ≥ (|T | − 1)/d.

Lemma 3.16. For any λ > λc(Z) and α > 0, there exists n1 such that for
every n ≥ n1, on every connected graph G with n vertices, the expectation
of the extinction time of the contact process with rate λ is at least nα.

Proof. Let n be large and G be a connected graph with n vertices. It
suffices to prove the statement under the additional assumption that G is
a tree (otherwise, we can pass to a spanning tree and use monotonicity).

Recall the constant c0 from (3.5), and let N := ⌊ 2α
c0

log n⌋. In case G
has either a vertex of degree at least N , or a subgraph consisting of a line
segment of length at least N , then E[τG] > nα, by (3.3), (3.4), and the
choice of c0. For the rest of the proof, we assume that

diam(G) ≤ N, max
v∈G

deg(v) ≤ N. (3.20)

Consider a collection

{G′1 = (V ′1 , E
′
1), . . . , G

′
k = (V ′k, E

′
k)}

of disjoint and connected subtrees of G such that

∪k
i=1V

′
i = V and |V ′i | ≥

√
n for all i.

If some of the trees in this collection have more than 2N
√
n vertices,

then we can use Lemma 3.15 to split each of them into two disjoint and
connected subtrees, each with at least ⌈(2N

√
n− 1)/N⌉ ≥

√
n vertices.

Using this observation, we see that we can obtain a collection

{G′′1 = (V ′′1 , E′′1 ), . . . , G
′′
m = (V ′′m, E′′m)}

of disjoint and connected subtrees of G such that

∪m
i=1V

′′
i = V and

√
n ≤ |V ′′i | ≤ 2N

√
n for each i.

In particular, n =
∑m

i=1 |V ′′i | ≤ 2N
√
n ·m ≤ n2/3 ·m, so

m ≥ n1/3. (3.21)

Arguing as in (3.7), we deduce from |V ′′i | ≥
√
n that G′′i has a connected

subtree Gi = (Vi, Ei) which is either a star or a line segment and has

|Vi| = ⌊( 12 log n)
1/2⌋. (3.22)
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By (3.3) and (3.4),

E[τGi
] ≥ exp{c0|Vi|} ≥ exp{ c0

4

√
log n}, i = 1, . . . ,m,

and so,
m∏
i=1

E[τGi
] ≥ exp{ c0

4

√
log n ·m}.

We apply Proposition 3.14 to G and the subgraphs G1, . . . , GN (with s
and t still to be chosen). Note that

σi,j ≤ |Vi|+ |Vj |+ diam(G) ≤ 2( 12 log n)
1/2 +N ≤ (log n)2,

where the second inequality follows from (3.20) and (3.22). We further
bound

σi,j(log σi,j)
3 ≤ (log n)3,

when n is large. Then, the expression in (3.19) is smaller than⌈
t

s

⌉
·
((

2s

exp{ c0
4

√
log n}

)m

+ n2 · exp
{
−ccoup

⌊
s

(log n)3

⌋})
.

We now take s = (log n)5 and t = 2nα. Using (3.21), it is easy to see that
the above expression can be made as small as desired by taking n large.
Then, bounding E[τG] ≥ t · P(τG ≥ t) gives the desired bound.

Proof of Proposition 3.3. The proof is similar to that of the previous lemma,
only simpler. Again, it suffices to prove the lemma for trees. Additionally,
it suffices to prove the proposition for n sufficiently large; afterwards we
can reduce the value of the constant c in the bound E[τG] > ecn

1/3

to take
care of other values of n.

Let G = (V,E) be a connected tree with n vertices. In case G has
either a vertex with degree above n1/3, or a subgraph consisting of a line
segment of length at least n1/3, then E[τG] ≥ exp{c0n1/3}, by (3.3), (3.4),
and the choice of c0. We assume for the rest of the proof that

diam(G) ≤ n1/3, max
v∈G

deg(v) ≤ n1/3. (3.23)

Arguing as in the proof of Lemma 3.16, we can obtain a collection

{G1 = (V1, E1), . . . , Gk = (Vk, Ek)}

of disjoint and connected subtrees of G such that

∪k
i=1Vi = V and n1/3 ≤ |Vi| ≤ n2/3 for each i.
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In particular, n =
∑k

i=1 |Vi| ≤ kn2/3, so k ≥ n1/3. By Lemma 3.16
with α = 15, when n is large we have

E[τGi ] ≥ |Vi|15 ≥ (n1/3)15 = n5.

We now apply Proposition 3.13, which gives

E[τG] ≥
csplit
(2n4)k

k∏
i=1

E[τGi
] ≥ csplit ·

(
n5

2n4

)n1/3

= csplit ·
(n
4

)n1/3

.

Proof of Theorem 3.1. Once more, it suffices to prove the result for trees.
For any integer r ≥ 2, define

αr := inf

{
logE[τG]

|V |
: G = (V,E) is a connected graph: 2 ≤ |V | ≤ 2r

}
;

the expectation inside the infimum is of the extinction time of the contact
process with parameter λ on G. The result will follow if we prove that αr

is bounded away from zero as r → ∞.
Fix r ∈ N (to be assumed large), and also a connected graph G = (V,E)

with n := |V | ∈ {2r + 1, . . . , 2r+1}. Using Lemma 3.15, there exists
a constant Kd (depending only on d) such that there exists a collec-
tion {G1 = (V1, E1), . . . , Gk = (Vk, Ek)} of connected subtrees of G with

k ≤ Kd, ∪k
i=1Vi = V, |Vi| ≤ 2r for each i.

By Proposition 3.13, we have

logE[τG] ≥
k∑

i=1

logE[τGi
]− 4k log |V | − k log 2

≥
k∑

i=1

logE[τGi
]− 5Kd(r + 1) log 2,

(3.24)

assuming that r (and thus also |V |) is large enough. Since |Vi| ≤ 2r, we
have logE[τVi ]/|Vi| ≥ αr. Using this in (3.24), and also dividing by |V |,
gives

logE[τG]
|V |

≥ αr − 5Kd log 2 · (r + 1)2−r

Taking the infimum over all G = (V,E) with 2 ≤ |V | ≤ 2r+1, we obtain

αr+1 ≥ αr − C(r + 1)2−r,

with C := 5Kd log 2. Using this and induction, it follows that for any r0
and any r ≥ r0, we have

αr ≥ αr0 − C

∞∑
i=r0

(i+ 1)2−i ≥ αr0 − C ′2−r0 , (3.25)

for some constant C ′.
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Next, note that Proposition 3.3 gives, for any graph G = (V,E),

logE[τG]
|V |

≥ c|V |1/3

|V |
= c|V |−2/3

which gives

αr ≥ c2−
2
3 r. (3.26)

We can now put together (3.25) and (3.26) to conclude. We fix r0 large

enough that c2−
2
3 r0 − C ′2−r0 > 0, and then we obtain

αr ≥ c2−
2
3 r0 − C ′2−r0 > 0 for all r ≥ r0.

3.3 Convergence to exponential distribution
In this section, we prove Theorem 3.4. It will be obtained as a consequence
of the following proposition, combined with findings from the previous two
sections.

Proposition 3.17 (Mountford [53]). For each n ∈ N, let λn > 0
and Gn = (Vn, En) be a finite graph. Let τGn

denote the extinction time
of the contact process with rate λ on Gn. Assume that there is a sequence
of positive real numbers (an)n≥0 such that

an
E[τGn

]

n→∞−−−−→ 0 (3.27)

and
δn := sup

A⊆Vn

P(ξAan
̸= ∅, ξAan

̸= ξVn
an

)
n→∞−−−−→ 0. (3.28)

Then, as n → ∞, τGn
/E[τGn

] converges in distribution to the exponential
distribution with parameter 1.

Before addressing the proof of Proposition 3.17, we show how it can be
used to prove Theorem 3.4.

Proof of Theorem 3.4. We fix λ > λc(Z) a sequence of graphs (Gn) =
((Vn, En)) as in the statement of the theorem. We apply Proposition 3.17
with λn ≡ λ. We set an := exp{|Vn|1/6}. This sequence satisfies (3.27) by
Proposition 3.3. Moreover, letting H denote a graphical construction for
the process,

δn ≤ P(H is fully coupled on [0, an]).

By Corollary 3.7, the right-hand side is smaller than

(1− c1)
⌊an/(|Vn|(log |Vn|)3)⌋ n→∞−−−−→ 0,

giving (3.28) and completing the proof.
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For the proof of Proposition 3.17, we will need the following.

Lemma 3.18. Under the assumptions of Proposition 3.17, for any s ≥ an
and any t > s+ an,

P

 Vn × {0}⇝ Vn × {s},
Vn × {s}⇝ Vn × {t},
Vn × {0} ⇝̸ Vn × {t}

 < 2δn +
2an

E[τGn ]
. (3.29)

Proof. We write

ξA,s
t (v) := 1{A× {s}⇝ (v, t)}, t ≥ s.

Since t > s+ an, the probability on the left-hand side of (3.29) is smaller
than

P
(
ξVn
s ̸= ∅, ξVn,s

s+an
̸= ∅, ξVn

s+an
̸= ξVn,s

s+an

)
. (3.30)

As a first step to bound this, we bound:

P(τGn
∈ (s, s+ an)) ≤ P

(
ξVn,s−an

s+an
= ∅

)
+ P

(
ξVn
s ̸= ∅, ξVn,s−an

s+an
̸= ∅, ξVn

s+an
̸= ξVn,s−an

s+an

)
≤ 2an

E[τGn
]
+ δn, (3.31)

where in the second inequality we have bounded the first probability
using Lemma 2.13 and the second probability using the definition of δn
in (3.28) and the Markov property. Next, the probability in (3.30) is
smaller than

P(τGn ∈ (s, s+ an)) + P
(
ξVn
s+an

̸= ∅, ξVn,s
s+an

̸= ∅, ξVn
s+an

̸= ξVn,s
s+an

)
≤ 2an

E[τGn ]
+ 2δn,

where we have bounded the first probability using (3.31) and the second
by again using the definition of δn and the Markov inequality.

Proof of Proposition 3.17. For n ∈ N and ε > 0, let wn,ε be the positive
real number satisfying P(τGn

< wn,ε) = ε. To justify the existence and
uniqueness of this value, we note that τGn

is the absorption time of a
continuous-time Markov chain on a finite state space, so its distribution
function is continuous and strictly monotone.

It will be useful to note that for any ε, we have an < wn,ε if n is large
enough. This follows from

P(τGn
< an) ≤

an
E[τGn

]

n→∞−−−−→ 0,
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where the inequality is from Lemma 2.13 and the convergence is being
assumed.

Similarly to the proof of Lemma 2.13, define

τ̂n,ε := inf{t ∈ {wn,ε, 2wn,ε, . . .} : Vn × {t− wn,ε} ⇝̸ Vn × {t}}.

Note that τ̂n,ε ∼ Geom(ε) and τGn ≤ τ̂n,ε. In particular, for any k ∈ N we
have

(1− ε)k = P(τ̂n,ε > k · wn,ε)

= P(τGn
> k · wn,ε) + P(τ̂n,ε > k · wn,ε, τGn

≤ k · wn,ε).
(3.32)

We now claim that for any k ∈ N,

P(τGn
≤ k · wn,ε, τ̂n,ε > k · wn,ε)

n→∞−−−−→ 0. (3.33)

This is evident for k = 1, and for k > 1 it follows from bounding

P(τGn
≤ k · wn,ε, τ̂n,ε > k · wn,ε)

≤
k∑

j=0

P

 Vn × {0}⇝ Vn × {j · wn,ε},
Vn × {0} ⇝̸ Vn × {(j + 1) · wn,ε},
Vn × {j · wn,ε}⇝ Vn × {(j + 1) · wn,ε}

 n→∞−−−−→ 0

by Lemma 3.18 (using the fact that wn,ε > an).
Combining (3.32) and (3.33) gives

for any k ∈ N, P(τGn
> k · wn,ε) ↗ (1− ε)k as n → ∞. (3.34)

Abbreviating F̄n(t) := P(τGn
> t), we now bound

wn,ε ·
∞∑
j=1

F̄n(j · wn,ε) ≤ E[τGn
] ≤ wn,ε ·

∞∑
j=0

F̄n(j · wn,ε),

so
∞∑
j=1

F̄n(j · wn,ε) ≤
E[τGn

]

wn,ε
≤
∞∑
j=0

F̄n(j · wn,ε),

Using (3.34) and the Monotone Convergence Theorem, we obtain

1

ε
− 1 ≤ lim inf

n→∞

E[τGn
]

wn,ε
≤ lim sup

n→∞

E[τGn
]

wn,ε
≤ 1

ε
. (3.35)

Now fix t > 0, and let ε be small, to be chosen later (depending on t).
By (3.35), if n is large enough we have⌊(

1

ε
− 1− ε

)
· t
⌋
<

E[τGn
] · t

wn,ε
<

⌊(
1

ε
+ ε

)
· t
⌋
. (3.36)
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We now write

P
(

τGn

E[τGn
]
> t

)
= F̄n

(
E[τGn ] · t

wn,ε
· wn,ε

)
;

by (3.36), this is in the interval(
F̄n

(⌊(
1

ε
+ ε

)
· t
⌋
· wn,ε

)
, F̄n

(⌊(
1

ε
− 1− ε

)
· t
⌋
· wn,ε

))
.

By (3.34), as n → ∞ this approaches(
(1− ε)⌊(

1
ε+ε)·t⌋, (1− ε)⌊(

1
ε−1−ε)·t⌋

)
.

By taking ε small enough, both extremities can be made arbitrarily close
to e−t. This completes the proof.

3.4 Convergence of exponential rate
We conclude this chapter by briefly describing results from [64], by Schapira
and V., which are further applications of Proposition 3.13. We will not
present proofs in this section.

Let us first give some motivation. Earlier in this section, we have seen
that, given λ > λc(Z) and a sequence of connected graphs Gn = (Vn, En)
with |Vn| → ∞, the value of E[τGn

] typically grows at least exponentially
with |Vn|. For certain choices of the sequence (Gn), this can be improved
to the statement that

logE[τGn
]

|Vn|
n→∞−−−−→ c ∈ (0,∞). (3.37)

This was done by Mountford in [56] for boxes of Zd (under the assump-
tion that λ > λc(Zd), which is at least as good as λ > λc(Z), and presuma-
bly better). The approach of Mountford was to use a sub-additivity argu-
ment, breaking a box with side length 2m into 2d boxes of side length 2m−1,
and arguing that the contact processes in these sub-boxes “help each other
out”, with a kind of argument that is similar to our Proposition 3.13.

As a side remark, we find it quite puzzling that (3.37) is done for
boxes, but there is no obvious way to obtain the same convergence for d-
dimensional tori. The issue is that the torus lacks the “self-similarity” of the
box, in the sense that (Z/2mZ)d cannot be broken into 2d tori isomorphic
to (Z/2m−1Z)d.

The purpose of [64] was to prove (3.37) for the sequence (Gn) taken
from certain classes of random graphs. The graphs treated all have the
aforementioned “self-similarity” property – but now in a distributional
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sense – and this allows for the application of Proposition 3.13. The assump-
tion that λ > λc(Z) is always made (mostly for allowing the application
of Proposition 3.13); this assumption is probably not optimal in any of
the cases being considered. The following are a few of the possible choices
of (Gn) taken in [64] (we refer the reader to this paper for further details
on the models):

• Gn = the giant component given by supercritical Bernoulli bond
percolation inside a box of Zd (d ≥ 2) with side length n;

• Gn = the giant component given by the supercritical random geo-
metric graph inside a box of Rd (d ≥ 2) with side length n;

• Gn = a supercritical Bienaymé–Galton–Watson tree, conditioned to
being infinite, but truncated at height n.



Chapter 4

Existence of an extinction
regime on BGW trees

For supercritical BGW trees in which the offspring distribution has suf-
ficiently heavy tail, the contact process has no extinction regime: the
infection survives locally, even if the infection rate is very small. This is
because, even if we choose the infection rate λ very small, the tree will
have very high-degree vertices (where “high-degree” depends on λ) which
sustain the infection for a long time, and send it to each other.

Due to the combined works of Huang and Durrett [35] and Bhamidi,
Nam, Nguyen and Sly [9], we know exactly in which BGW trees the contact
process has no extinction regime: those where the offspring distribution
has no exponential moment. We formally state this in the two theorems
below.

Theorem 4.1 (Huang and Durrett [35]). Let T be a BGW tree with
offspring distribution p. Assume that p has expectation larger than 1 and
that ∑

k

eck · p(k) = ∞ for all c > 0. (4.1)

Then, for any λ > 0, for almost every realization of T on the event
{T is infinite}, the contact process with rate λ can survive locally on T .

Theorem 4.2 (Bhamidi, Nam, Nguyen and Sly [9]). Let T be a
BGW tree with offspring distribution p. Assume that∑

k

eck · p(k) < ∞ for some c > 0. (4.2)

Then, for λ small enough, on almost every realization of T , the contact
process with rate λ dies out.

63
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We give the proof of Theorem 4.1 in Section 4.2 and the proof of The-
orem 4.2 in Section 4.3. Before those, we briefly discuss the critical values
of the contact process on BGW trees.

4.1 Preliminaries on the contact process on
BGW trees

The main result we are aiming for in this section is the following.

Proposition 4.3. Let T be a BGW tree. Then, almost surely on the event
that T is infinite, λ(1)

c (T ) and λ
(2)
c (T ) are constant.

A result in this spirit was proved by Pemantle in [60] (see Proposition
3.1 there), but the proof presented here is somewhat different from the
treatment there.

We obtain Proposition 4.3 as a direct consequence of the following
lemma.

Lemma 4.4. Let T be a BGW tree and λ > 0. Let (ξt)t≥0 be the contact
process on T with rate λ, with only the root infected at time 0. Then,

P(Survglob(ξ·)) > 0 (4.3)

if and only if

P(Survglob(ξ·) | T ) > 0 almost surely on {T is infinite}. (4.4)

The same statement holds with Survglob replaced by Survloc.

Proof. The proof is the same for global survival and local survival, so we
only do the former. The fact that (4.4) implies (4.3) is easily seen by
integration. We prove the reverse implication.

Given a (deterministic) tree T , let

f(T ) := sup
v∈T

P(Survglob(ξv· )),

where (ξvt )t≥0 is the contact process on T with ξv0 = 1{v}. We will consider
the random variable f(T ), where T is the BGW tree in the statement of
the lemma.

Let ρ denote the probability in (4.3). The desired statement will follow
from proving that

f(T ) ≥ ρ almost surely on {T is infinite}. (4.5)

For each n ∈ N0, let Tn denote the sub-tree of the BGW tree T obtained
by excluding all vertices at distance larger than n from the root. Let Fn be
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the σ-algebra generated by Tn. Also let F be the σ-algebra generated by
all the Fn, which is the same as the σ-algebra generated by T . It follows
from a convergence result for martingales ([46, Theorem 14.3.4]) that

E[f(T ) | Fn]
n→∞−−−−→
a.s.

E[f(T ) | F ] = f(T ). (4.6)

We now note that, for each n,

on {∃v ∈ T : dist(o, v) = n}, E[f(T ) | Fn] ≥ ρ,

since any vertex at distance n from o is the root of a (yet unrevealed,
under Fn) new BGW tree with the same distribution as that of T . This
implies in

on {T is infinite}, E[f(T ) | Fn] ≥ ρ for all n. (4.7)

Clearly, (4.6) and (4.7) together give (4.5).

The following may also be of interest: in a BGW tree, if there is a
chance of local survival, then there cannot be global survival without local
survival.

Proposition 4.5. Let T be a BGW tree and λ > 0. Let (ξt)t≥0 be the
contact process on T with rate λ, with only the root infected at time 0.
Assume that

P(Survloc(ξ·)) > 0. (4.8)

Then,
P(Survglob(ξ·) ∩ (Survloc(ξ·))

c) = 0. (4.9)

Remark 4.6. Let G = (V,E) be a connected graph and consider the con-
tact process on G with rate λ > 0 (in the following discussion, λ will be
kept fixed, and the initial configuration will vary). Recall that the proba-
bility P(Survglob(ξA· )) is positive for some finite and non-empty A ⊂ V if
and only if it is positive for all finite and non-empty A ⊂ V . Assume that
this is the case. It is easy to see that the conditional probabilities

{P(Survloc(ξA· ) | Survglob(ξA· )) : A ⊂ V, A finite and non-empty}

are either all zero or all positive. Guided by this consideration, the above
proposition could be replaced by a stronger version in which the initial
configuration is a finite and non-empty set (which may depend on the
realization of the tree). For simplicity, we stated it (and will prove it) only
for the case where ξ0 = 1{o}.

Proof of Proposition 4.5. Define

Lt := max{dist(o, v) : v ∈ ξs for some s ≤ t}, t ≥ 0
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that is, Lt is the farthest from the root the infection has reached by time t.
Also define the filtration

Gt = σ((ξs(o), Ls) : s ≤ t), t ≥ 0.

We emphasize that this filtration only incorporates the information about
whether the root is infected and the farthest the infection has reached up
to a given time. In particular, G0 is the trivial σ-algebra, and does not
include information about the realization of the random tree T . We also
note that, letting G∞ be the σ-algebra generated by all the Gt, we have

Survloc(ξ·) =

{
lim sup
t→∞

ξt(o) = 1

}
∈ G∞. (4.10)

It follows from a convergence result for martingales ([46, Theorem 14.3.4])
that

P(Survloc(ξ·) | Gt)
t→∞−−−→
a.s.

P(Survloc(ξ·) | G∞)
(4.10)
= 1Survloc(ξ·). (4.11)

We claim that

on Survglob(ξ·), lim sup
t→∞

P(Survloc(ξ·) | Gt) > 0. (4.12)

To justify this, we argue as follows. Let σn be the first time when Lt = n.
On the event {σn < ∞}, at time σn, the infection has reached a vertex Xn

in generation n. The σ-algebra Gσn
includes no information about the sub-

tree TXn
which includes Xn and its descendants. Then, there is a chance

given by the left-hand side of (4.8) that the contact process spreading
from Xn alone survives locally in TXn

, and if this happens, there is local
survival on the whole tree. This proves that

P(Survloc(ξ·) | Gσn
) · 1{σn<∞} ≥ ρ > 0,

where ρ is the left-hand side of (4.8). Hence,

on {σn < ∞ for all n}, lim sup
t→∞

P(Survloc(ξ·) | Gt) > 0. (4.13)

Now, since the contact process cannot survive forever on a finite set, we
have

P(σn < ∞ for all n | Survloc(ξ·)) = 1. (4.14)

Now, (4.13) and (4.14) together give (4.12).
Let us now see how (4.12) allows us to conclude. We have

P(Survloc(ξ·))
(4.11)
= P

(
lim sup
t→∞

P(Survloc(ξ·) | Gt) > 0

)
(4.12)
≥ P(Survglob(ξ·)).

Since Survglob(ξ·) ⊇ Survloc(ξ·), this gives (4.9).
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4.2 Offspring distribution with no finite expo-
nential moment

In this section, we prove Theorem 4.1. The proof given here differs sig-
nificantly from the one of [35]. We argue that, under the assumptions
of the theorem, when T is infinite, it almost surely contains a subgraph
consisting of a half-line of stars connected to each other by line segments,
with sizes of the stars and lengths of segments chosen carefully, depending
on λ, so that the subgraph can sustain the infection, by a comparison with
oriented percolation.

We start by introducing some notation. Let (dn)n∈N and (ℓn)n∈N be
sequences of natural numbers with d0 ≥ 1 and dn ≥ 2 for all n ≥ 1.
Let G((dn), (ℓn)) be the graph defined as follows. Start with an infinite
half-line, with vertices v0, v1, . . . and all edges of the form {vi, vi+1}. Then,
letting j0 := 0 and jn :=

∑n
i=1 ℓi for n ∈ N, we append leaves neighboring

each vjn , until the degree of vjn becomes dn. In summary, this is a graph
consisting of stars with hubs

hn := vjn , n ∈ N0,

with
deg(hn) = djn , dist(hn, hn+1) = ℓn, n ∈ N0.

Proposition 4.7. For any ε > 0 there exists C(ε) > 0 such that the
following holds. Let λ > 0 and ℓ ∈ N; also let (dn) and (ℓn) be sequences
such that

ℓn ≤ ℓ, dn ≥ C(ε) ·max

(
1,

log(1/λ)

λ2

)
· ℓ for all n.

Letting (ξt)t≥0 denote the contact process on G((dn), (ℓn)) with rate λ so
that ξ0(v0) = 1, we have

P(Survloc(ξ·)) > 1− ε.

Before we prove this proposition, we show how it can be used to prove
Theorem 4.1.

Proof of Theorem 4.1. By Lemma 4.4, it suffices to prove that

P(Survloc(ξ·)) > 0 for any λ > 0 (4.15)

(where the contact process is started from only the root infected, and
the probability includes randomness both of the graph and of the contact
process). Fix λ > 0. Letting C(1/2) be as in Proposition 4.7 (with ε =
1/2), define

mλ :=

(
C(1/2) ·max

(
1,

log(1/λ)

λ2

))−1
,
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The assumption that p has no finite exponential moment implies that
for any a > 0, there are infinitely many values of d ∈ N such that p(d) >
exp{−ad}. In particular, we take d ∈ N such that

p(d) > exp
{
− 1

2 log(µ) ·mλ · d
}
,

where µ :=
∑

k≥1 kp(k) is the expectation of p (which is larger than 1 by
assumption), and assume that d is large enough that

ℓ := ⌊mλd⌋ > 1.

Let A be the event that T contains a subgraph of the form G((dn), (ℓn)),
where the sequences (dn), (ℓn) satisfy dn ≥ d and ℓn ≤ ℓ for all n. By
Proposition 4.7 and our choice of λ and ℓ, we have

P(Survloc(ξ·) | A) > 0,

so (4.15) will follow once we prove that P(A) > 0.
To do so, we introduce some definitions. Let Z0 := {o}, and inductively,

for m ∈ N, let Zm be the set of vertices that have degree above d, are
at distance ℓm from the root, and descend from some vertex of Zm−1.
Then, A ⊇ {Zm ̸= ∅ ∀m}. To show that the latter event has positive
probability, we note that (|Zm|)m≥0 is a branching process, except that the
law of |Z1| is different from the offspring distribution of further generations.
Both the law of |Z1| and the offspring distribution of further generations
have expectation above

µℓ · p([d,∞)) ≥ µℓ · p({d}) ≥ exp
{
log(µ) · ℓ− 1

2 log(µ) ·mλ · d
}
> 1,

by the definition of ℓ. This shows that the process (|Zm|)m≥0 is supercrit-
ical, and concludes the proof of P(A) > 0.

We now start the work towards proving Proposition 4.7. The following
lemma contains a lower bound for the probability of infecting many leaves
in a star.

Lemma 4.8. Let λ ∈ (0, 1] and n ≥ 1. Let (ξt)t≥0 be the contact process
on Sn with rate λ and started from o infected. Then,

P
(
|ξ1| >

⌊
λn

2e

⌋)
≥ 1

2e
.

Proof. Let E denote the event that o has no recovery mark on [0, 1]. On E,
let B be the set of leaves of Sn that have no recovery mark on [0, 1], and
that receive at least one transmission from o during this time interval.
Then, for any m ≥ 0,

P (|ξ1| ≥ m) ≥ P(E) · P ( |B| ≥ m | E)

=
1

e
· P
(
Bin

(
n, e−1(1− e−λ)

)
≥ m

)
.
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Using 1− e−λ ≥ λ/2 for λ ∈ (0, 1], the probability on the right-hand size
is at least

P
(
Bin

(
n,

λ

2e

)
≥ m

)
.

Plugging in m = ⌊λn/(2e)⌋, this is at least 1/2.

Taking the notion of “igniting” a vertex from the previous lemma, the
next lemma gives a bound on the probability that the contact process
runs for a given amount of time on a graph without ever igniting one of
its vertices.

Lemma 4.9. Let G be a connected graph with diameter ℓ and λ ∈ (0, 1].
Let (ξt)t≥0 be the contact process with rate λ on G started from an arbitrary
initial configuration. Then, for any vertex v of G, defining

σv := inf{t ≥ 0 : |ξt ∩B(v, 1)| ≥ ⌊λ · deg(v)/(2e)⌋},

for any t > 0 we have

P(ξt ̸= ∅, σv > t) ≤ exp

{
− λℓ

(2e2)ℓ+1
·
⌊

t

ℓ+ 1

⌋}
. (4.16)

Proof. Fix a vertex v of G. Also fix some arbitrary ξ0 ̸= ∅ (the statement
is trivial if ξ0 = ∅). Take a vertex u such that ξ0(u) = 1. In case u = v,
we have

P(σv ≤ 1) >
1

2e
(4.17)

by Lemma 4.8. In case u ̸= v, take a sequence u0, . . . , um of vertices so
that u0 = u, um = v, uj ∼ uj+1 for each j, and m ≤ ℓ. Let Ej be the event
that there are no recoveries at uj−1 or uj in the time interval [j−1, j], and
there is a transmission from j − 1 to j in this time interval. Let E be the
event that the graphical construction is such that, if there is an infection
at v at time m, then this infection reaches ⌊ λ

2edeg(v)⌋ neighbors of v by
time m+ 1. Then,

P(σv ≤ m+ 1) ≥

 m∏
j=1

P(Ej)

 · P(E) ≥ (e−2(1− e−λ))m · 1

2e
. (4.18)

By (4.17) and (4.18) (together with m ≤ ℓ and 1−e−λ ≥ λ/2 for λ ∈ [0, 1]),
we obtain that in all cases,

P(σv ≤ ℓ+ 1) ≥ λℓ

(2e2)ℓ+1
.

Combining this with the Markov property and using the inequality 1−x ≤
e−x gives (4.16).
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We now turn to the last preparatory lemma for the proof of Proposi-
tion 4.7, which is useful to argue that the infection in a star can reach and
ignite another vertex that is not too far away.

Lemma 4.10. There exists M0 > 0 such that the following holds. Let λ <
1

2e2 , and let G be a connected graph with distinct vertices u and v satisfying

deg(u) ≥ M0 ·
log(1/λ)

λ2
· dist(u, v). (4.19)

Let (ξt)t≥0 be the contact process with rate λ on G with initial condition
satisfying

|ξ0 ∩B(u, 1)| > λ

8e
· deg(u).

Then, defining

σv := inf{t ≥ 0 : |ξt ∩B(v, 1)| ≥ ⌊λ · deg(v)/(2e)⌋},

and letting c be the constant of Proposition 2.22, we have

P(σv > exp{cλ2 deg(u)}) < 2 exp{−cλ2 deg(u)}.

Proof. We abbreviate

mu := deg(u), mv := deg(v), ℓ := dist(u, v).

By monotonicity considerations, it suffices to treat the case where the
graph G consists of a line segment of length ℓ with extremities u and v,
together with extra mu−1 leaves attached to u, and mv−1 leaves attached
to v. Throughout the proof, we will assume that M0 is large enough.

We bound

P(σv > ecλ
2mu) ≤ P(τG ≤ ecλ

2mu) + P(τG > ecλ
2mu , σv > ecλ

2mu)

≤ exp{−cλ2mu}+ exp

{
− λℓ+2

(2e2)ℓ+3
·
⌊
exp{cλ2mu}

ℓ+ 3

⌋}
by Proposition 2.22 and Lemma 4.9. We now need to show that the second
probability on the right-hand side is smaller than the first, that is, that

λℓ+2

(2e2)ℓ+3
·
⌊
exp{cλ2mu}

ℓ+ 3

⌋
> cλ2mu. (4.20)

Since λ < 1
2e2 , we have λℓ+2

(2e2)ℓ+3 > λ2ℓ+5. Moreover, exp{cλ2mu}
ℓ+3 can be

assumed large (uniformly in λ < 1/(2e2) and ℓ ∈ N), since

exp{cλ2mu}
ℓ+ 3

>
cλ2mu

ℓ+ 3

(4.19)
>

M0 log(1/λ)ℓ

ℓ+ 3
;
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in particular, we have⌊
exp{cλ2mu}

ℓ+ 3

⌋
≥ exp{cλ2mu}

ℓ+ 3
− 1 ≥ exp{cλ2mu}

2ℓ+ 6
.

Hence, the left-hand side of (4.20) is larger than

λ2ℓ+5 · exp{cλ
2mu}

2ℓ+ 6
.

Again assuming that cλ2mu is large, and using the fact that ex > xex/2

when x is large, the above is larger than

λ2ℓ+5

2ℓ+ 6
· exp

{ c
2
λ2mu

}
· cλ2mu

(4.19)
≥ λ2ℓ+5

2ℓ+ 6
· exp

{
c

2
λ2 ·M0

log(1/λ)

λ2
· ℓ
}
· cλ2mu

=
1

2ℓ+ 6
·
(
1

λ

) cM0ℓ
2 −2ℓ−5

· cλ2mu.

When M0 is large enough, the expression 1
2ℓ+6 ·

(
1
λ

) cM0ℓ
2 −2ℓ−5 is larger

than 1 uniformly over λ ∈ (0, 1/(2e2)) and ℓ ∈ N, completing the proof
of (4.20).

Proof of Proposition 4.7. Let P(λ, (dn), (ℓn)) be the probability that the
contact process with rate λ on G((dn), (ℓn)) started from only v0 infected
survives locally. For d, ℓ > 0, define

p(λ, d, ℓ) := inf{P(λ, (dn), (ℓn)) : dn ≥ d and ℓn ≤ ℓ for all n}.

We claim that for any ε > 0, there exists λε > 0 such that

p

(
λ,

M0 log(1/λ)

λ2
· ℓ, ℓ

)
> 1− ε ∀λ ∈ (0, λε], ℓ ∈ N, (4.21)

where M0 is the constant of Lemma 4.10.
Note that, once we have (4.21), for any λ ≥ λε we have

p

(
λ,

M0 log(1/λε)

(λε)2
· ℓ, ℓ

)
≥ p

(
λε,

M0 log(1/λε)

(λε)2
· ℓ, ℓ

)
> 1− ε,

so the statement of the proposition easily follows.
Let us prove (4.21); fix ε > 0. Let λ > 0 be small, to be chosen later.

Fix ℓ ∈ N and let (dn) and (ℓn) be sequences satisfying

dn ≥ d :=
M0 log(1/λ)

λ2
· ℓ, ℓn ≤ ℓ for all n,
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and let G = G((dn), (ℓn)). We take the contact process (ξt)t≥0 on G with
rate λ started from only v0 infected. By Lemma 2.21, if λ is small enough
(so that 1

λ2 log
(
1
λ

)
≫ 1

λ2 ), with probability above 1 − ε/2, there is s > 0
such that more than λd0/(8e) neighbors of v0 are infected at time s. Hence,
we can switch to the contact process (ξ′t)t≥0 started from a configuration
in which at least λd0/(8e) neighbors of v0 are infected, and then it suffices
to prove that

lim inf
t→∞

P(ξ′t ∩B(v0, 1) ̸= ∅) > 1− ε/2. (4.22)

To do so, we will couple (ξ′t)t≥0 with an oriented percolation process.
Let t̄ := exp{cλ2d}, where c is the constant of Proposition 2.22. We

will split time into the intervals [t̄n, t̄(n+ 1)], n ∈ N0.
We will also divide space into pieces, with some overlap between neigh-

boring ones, as we now explain. We abbreviate Sj := B(hj , 1), the sub-
graph of G induced by the j-th hub, hj , and its neighbors. Write N0 :=
{0, 1} and Nj := {j − 1, j, j + 1} for j ≥ 1. For j ∈ N0, we let S̄j denote
the subgraph of G containing Si for all i ∈ Nj , together with line segments
of length at most ℓ connecting hj to hi for each i ∈ Nj\{j}.

Given (j, n) ∈ N0×N0, define the process (ζ(j,n)t )t̄n≤t≤t̄(n+1) on {0, 1}S̄j

as follows. We let

ζ
(j,n)
t̄n (v) = ξ′t̄n(v) for all v ∈ S̄j ,

that is, we initialize the process at time t̄n inside S̄j as the same as the con-
tact process at that time inside that set. Then, we let (ζ

(j,n)
t )t̄n≤t≤t̄(n+1)

evolve as a contact process on S̄j , using the same graphical construction
as the contact process (inside S̄j only).

Define

Λ0 := {(m,n) ∈ N0 × N0 : m+ n is even},

E⃗Λ0
:= {⟨(m,n), (m′, n+ 1)⟩ : (m,n) ∈ Λ0, |m′ −m| = 1},

so that (Λ0, E⃗Λ0
) is the subgraph of the directed graph studied in Sec-

tion 2.2 induced by the set of vertices with non-negative first coordinate.
We will define an oriented percolation configuration X = {X(e⃗) : e⃗ ∈ E⃗Λ0}
on this subgraph as a function of the graphical construction of the contact
process.

For e⃗ = ⟨(i, n), (j, n+ 1)⟩ ∈ E⃗Λ0
, we apply the following rules:

(a) if |ζ(i,n)t̄n ∩Si| ≥ λ
8e ·deg(hi), set X(e⃗)=1

{
|ζt̄(n+1) ∩ Sj | ≥ λ

8e · deg(hj)
}
;

(b) if, on the other hand, |ζ(i,n)t̄n ∩ Si|< λ
8e ·deg(hi), set X(e⃗)= 1.

Case (b) is artificially introduced to guarantee that the probability
that X(e⃗) = 1 is never small, regardless of the information revealed in
levels below e⃗; we elaborate on this further below.
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Let us make two observations that follow from this construction. First,

{ξ′t̄n ∩ S0 ̸= ∅} ⊇ {∃ an open path from (0, 0) to (0, n) in X} . (4.23)

Second, letting Gn denote the σ-algebra generated by the graphical cons-
truction up to time t̄n, we have

conditionally on Gn,

{X(⟨(i, n), (j, n+ 1)⟩) : i, j ∈ N0, |i− j| = 1}

is a 1-dependent collection of Bernoulli random variables,
each of which is equal to 1 with probability > q(d, λ),

(4.24)

where q(d, λ) := 1 − (d + 1) exp{−cλ2d}, and c is again the constant of
Proposition 2.22. The meaning of 1-dependence here is with respect to
the distance dist(⟨(i, n), (j, n+ 1)⟩, ⟨(i′, n), (j′, n+ 1)⟩) = |i− i′|+ |j − j′|.
Note that the presence of rule (b) above is made so that (4.24) holds, and
this rule has no effect for the inclusion (4.23).

Now we use Corollary 2.3: fix p ∈ (0, 1) close enough to 1 that the pro-
bability on the left-hand side of (2.3) is above 1−ε/2. Using Theorem 2.1,
choose q0 large enough that every 1-dependent collection of Bernoulli ran-
dom variables dominates a collection of independent Bernoulli(p) random
variables.

Let {X ′(e⃗) : e⃗ ∈ E⃗Λ0} be independent, Bernoulli(p). We claim that,
if λ is small enough that q(d, λ) > q0, then for any n ∈ N0,

{X ′(e⃗) : e⃗ ∈ E⃗Λ0
}

stoch.
⪯ {X(e⃗) : e⃗ ∈ E⃗Λ0

}. (4.25)

This is easy to prove using (4.24), the choice of q0, and induction on m ∈
{0, . . . , n}.

We can now conclude the proof of (4.22): (4.23) and (4.25) imply that

P(ξ′t̄n ∩ S0 ̸= ∅)≥P(∃ an open path from (0, 0) to (0, n) in X ′),

and Corollary 2.3 implies that the right-hand side above is larger than 1−
ε/2, uniformly in n.

4.3 Offspring distribution with a finite expo-
nential moment

In this section, we give the proof of Theorem 4.2. The proof presented
here is the same as in [9], only with different notation and terminology.

The argument given actually establishes a stronger result, Theorem 4.11
below. Before we state it, we give some definitions.
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Let T be a tree with root o, and λ > 0. We define the reinforced
contact process (ζt)t≥0 on (T, o) as the process with state space {0, 1}T that
evolves exactly like the contact process, except that it obeys the rule that
recoveries can only occur at a vertex when none of the descendants of that
vertex are infected. We always start this process from the configuration
where only the root is infected. As with the classical contact process, the
all-healthy configuration is absorbing for (ζt), and we say that (ζt) dies
out if this configuration is reached almost surely.

Theorem 4.11 (Bhamidi, Nam, Nguyen and Sly [9]). Let T be a
BGW tree with offspring distribution p. Assume that∑

k

eck · p(k) < ∞ for some c > 0. (4.26)

Then, if λ is small enough, the reinforced contact process (ζt)t≥0 defined
above with rate λ dies out on almost every realization of T .

Before we prove this, let us state and prove an auxiliary lemma. Given
a tree T with root o, let τ ζ = τ ζ(T, o) denote the time when (ζt) on (T, o)
reaches the all-healthy configuration.

Lemma 4.12. Let (T, o) be a finite tree, and for each v ∼ o, let Tv be the
sub-tree containing v and all its descendants. Then,

E[τ ζ(T, o)] =
∏
v∼o

(1 + λE[τ ζ(Tv, v)]). (4.27)

Proof. Let (ζ ′t)t≥0 be the auxiliary process that evolves exactly like (ζt),
except that for (ζ ′t), the root never recovers. We also start (ζ ′t) from the
configuration where only the root is infected, and let τ ζ

′
denote the first

time, after the first jump of (ζ ′t), that this process returns to its initial
configuration. We claim that

E[τ ζ ] = λ deg(o) · E[τ ζ
′
]. (4.28)

To prove this, first define

t̄ := E[τ ζ
′
]− 1

λ deg(o)
.

Note that t̄ is the expected time until (ζ ′t) returns to its initial configura-
tion, but excluding the time until its first jump. Now, let K be a random
variable with the Geometric( 1

λ deg(o)+1 ) distribution. Then, it is easy to
convince oneself that

E[τ ζ ] =
∞∑
k=1

P(K = k) ·
((

1

λ deg(o) + 1
+ t̄

)
· (k − 1) +

1

λ deg(o) + 1

)
.
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The right-hand side equals(
1

λ deg(o) + 1
+ t̄

)
· E[K]− t̄ =

(
1

λ deg(o) + 1
+ t̄

)
· (λ deg(o) + 1)− t̄

= 1 + λ deg(o) · t̄ = λ deg(o) · E[τ ζ
′
],

where the last equality follows from the definition of t̄. This completes the
proof of (4.28).

We now observe that (ζ ′t) is a recurrent Markov chain on a finite state
space (since we assume that the tree T is finite); we let π′ be its stationary
distribution. We can naturally think of (ζ ′t) as a product chain, that is,
apart from the root (which is always infected, and hence irrelevant), it
consists of independent Markov chains (ζ ′v,t)t≥0, each evolving on one of the
sub-trees that descends from a child of o. We let π′v denote the stationary
distribution of (ζ ′v,t). Note that

π′({o}) =
⊗
v∼o

π′v(∅). (4.29)

We now compute both sides of this equality, using elementary considera-
tions from Markov chain theory:

π′({o}) = 1/(λ deg(o))

E[τ ζ′ ]

(4.28)
=

1

E[τ ζ ]
(4.30)

and

π′v(∅) =
1/λ

(1/λ) + E[τ ζ(Tv,v)
]
=

1

1 + λ · E[τ ζ(Tv,v)
]

(4.31)

Putting together (4.29), (4.30) and (4.31), we obtain the desired equality.

Proof of Theorem 4.11. For each L ∈ N0, let TL denote the sub-tree of the
BGW tree T obtained by excluding all vertices at distance larger than L
from the root. Define

f(L) := E[τ ζ(TL,o)], L ∈ N0

(note that the expectation on the right-hand side involves both the ran-
domness of the choice of the graph and of the reinforced contact process).
We will show that, if λ is small enough, we have f(L) ≤ e for all L. Note
that f(0) = 1 regardless of λ. For now assume that λ is small enough (we
will see how small in the course of the proof), and assume that f(L) ≤ e
has already been established.
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For a rooted tree (T, o), we write h(T, o) := E[τ ζ(T,o)]. For each v ∼ o

in TL+1, let TL,v denote the sub-tree rooted at v. Using the above lemma,
we can bound

h(TL+1, o) =
∏
v∼o

(1 + λ · h(TL,v, v)),

In the above equality, we take E[· | deg(o) = d] on both sides to obtain

E[h(TL+1, o) | deg(o) = d] = E

[∏
v∼o

(1 + λ · h(TL,v, v))

∣∣∣∣∣ deg(o) = d

]

= (1 + λ · E[h(TL, o)])d = (1 + λ · f(L))d.

Integrating both sides now gives

f(L+ 1) = E[h(TL+1, o)] = E
[
(1 + λf(L))deg(o)

]
≤ E [exp{λf(L) · deg(o)}]

= E
[
exp

{
λf(L)

c
· cdeg(o)

}]
,

where c is the positive constant such that E[ec deg(o)] < ∞. Now, if λ ≤ c
e ,

then λf(L)
c ≤ 1 by the induction hypothesis. Then, the function x 7→

xλf(L)/c is concave, and by Jensen’s inequality,

E
[
exp

{
λf(L)

c
· cdeg(o)

}]
≤ E[exp{cdeg(o)}]λf(L)/c

= exp

{
λ · logE[e

c deg(o)] · f(L)
c

}
.

If λ < c
log E[ec deg(o)]·e , the right-hand side is smaller than e, completing

the induction step (note that the restriction we have found for λ does not
involve L).

Now that we have proved that f(L) < e for all L when λ < c
log E[ec deg(o)]·e ,

we note that, by monotone convergence,

E[τ ζ(T ,o)] = lim
L→∞

f(L) ≤ e;

in particular, τ ζ(T ,o) < ∞ almost surely, completing the proof.
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Small-λ survival on power
law BGW trees

Let T be a BGW tree whose offspring distribution has no exponential
moment, and consider the contact process on T , started from only the
root infected. By Theorem 4.1, the process survives (locally) with positive
probability, even when λ is very small. It should be clear that, although
always positive, the survival probability does tend to zero as λ → 0: for
instance, if the root has degree below 1/

√
λ, which happens with high

probability when λ is small, then the initial infection at the root is likely
to vanish before spreading to any other vertex.

In other words, when λ is small, survival of the infection is possible but
rare. The goal of this chapter is to study this rare event. This is interesting,
because it requires one to capture the most likely way in which it happens,
and thus has an optimization flavour. We restrict our attention to the
case where the offspring distribution is a power law (as in (5.2) below). As
we will see, interesting transitions will arise, as one varies the power law
exponent.

Let p be a probability measure on N0. We will abuse notation and
write p(k) instead of p({k}), for each k. Throughout this section, p will
be taken as the offspring distribution of a BGW tree. We assume that

p(0) = 0, p(1) < 1. (5.1)

and that there exists α ∈ (1,∞) such that

0 < lim inf
k→∞

p(k)

kα
≤ lim sup

k→∞

p(k)

kα
< ∞. (5.2)

The assumption (5.1) is made as a simple way to guarantee that the as-
sociated BGW tree is almost surely infinite and not equal to a half-line.

77
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This is done for convenience; one could instead take the assumption that
the mean offspring

∑
kp(k) > 1, and state the results of this section for

the contact process on the BGW tree conditioned on being infinite.

Theorem 5.1 (Mountford, V., Yao [55]). Let T be a BGW tree whose
offspring distribution p satisfies (5.1) and (5.2). There exist constants c
and C such that for λ > 0 small enough, the following holds. Let (ξt)t≥0
be the contact process on T started from only the root infected. Then,

cf(α, λ) ≤ P(Survloc(ξ·)) ≤ Cf(α, λ),

where

f(α, λ) =


λ

α−1
2−α if α ∈ (1, 3

2 ];

λ2α−2 · (log 1
λ )
−(α−1) if α ∈ ( 32 , 2];

λ2α−2 · (log 1
λ )
−2(α−1) if α > 2.

(5.3)

Remark 5.2. The above statement is a little different from the statement
of the main theorem of [55]; we explain this further in Section 5.1 below.

As mentioned earlier, this theorem has a flavor of optimization: when λ
is small, survival of the infection is a rare event, and its probability reflects
the best survival strategy, involving the combined randomness of the graph
and of the infection. There is no precise definition of “best strategy”; rather,
we give a lower bound for the survival probability by presenting an event
that guarantees survival (and estimating the probability of this event), and
then give a matching upper bound.

Let us briefly describe these survival-guaranteeing events that are em-
ployed in our lower bounds; later we will discuss which event is taken as
the “best strategy” for each value of α.
Key event 1: there exists a path o = v0 ∼ v1 ∼ v2 ∼ · · · of distinct vertices
such that v0 infects v1 before recovering, then v1 infects v2 before recover-
ing etc.
Using a comparison with a branching process, it can be seen that this
event has positive probability for all λ > 0 if and only if p has infinite
expectation, that is, if and only if α ∈ (1, 2]. Hence, this event will not be
a valid strategy for α > 2. For α ∈ (1, 2], with the method we will employ
in Section 5.2.1, it can be proved that

when α ∈ (1, 2], P(Key event 1) > cλ
α−1
2−α (5.4)

(where c is a constant that depends on α, and the inequality holds for λ
small enough).

For the second key event, recall the definition of the stars-and-line-
segments graph G((dn), (ℓn)) from the beginning of Section 4.2. The event
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will depend on suitable choices of d(α, λ) – a lower bound for the degrees
of stars – and ℓ(α, λ) – an upper bound for the lengths of line segments–,
which we leave unspecified for now.
Key event 2: T contains a subgraph G((dn), (ℓn)), with the first star being
centered at the root, and with dn ≥ d(α, λ) and ℓn ≤ ℓ(α, λ) for all n.
Let us comment on the choice of d(α, λ) and ℓ(α, λ). These values should
be related as imposed by Proposition 4.7: the stars should be big enough
so that the infection is sustained there long enough to traverse the line
segments. This is where α = 2 becomes relevant: when α ∈ (1, 2], a
vertex with big degree typically has a neighbor with degree at least as big,
whereas when α > 2, this is no longer the case: stars are then typically
isolated. The following can be proved – see Sections 5.2.2 and 5.2.3 (the
constants that appear need to be suitably chosen and may depend on α,
but not on λ; the inequalities hold for λ small):

when α ≤ 2, taking d(α, λ) = C 1
λ log 1

λ and ℓ = 1,

we have P(Key event 2) > cλ2α−2(log(1/λ))−(α−1)
(5.5)

and

when α > 2, taking d(α, λ) = C 1
λ (log

1
λ )

2 and ℓ = C ′ log 1
λ ,

we have P(Key event 2) > cλ2α−2(log(1/λ))−2(α−1)
(5.6)

These lower bounds are essentially the price paid for the root to have de-
gree d(α, λ); once this happens, the rest of the requirement of Key event 2
(namely, the appearance of the rest of G((dn), (ℓn))) happens more or less
for free.

Now, noting that α−1
2−α ≤ 2α − 2 when α ∈ (1, 3

2 ], by putting to-
gether (5.4), (5.5) and (5.6), we see that:

• when α ∈ (1, 3
2 ], the first key event is more likely than the second;

• when α ∈ ( 32 , 2], the second key event, with d(α, λ) = C 1
λ log 1

λ
and ℓ = 1, is more likely than the first;

• when α > 2, the first key event has probability zero when λ is small,
and we can take the second key event with d(α, λ) = C 1

λ (log
1
λ )

2

and ℓ = C ′ log 1
λ .

This already gives the expressions in (5.3), as lower bounds.
Upper bounds are harder work: in order to prove them, we have to

consider many different cases in which the infection could survive forever,
and to show that each of them has smaller probability than the key event
of choice.
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The proof of Theorem 5.1 is quite long, and we break it into six parts
(we give lower and upper bounds separately, for each of the three cases
for α). Some preliminary results for the upper bounds are also needed.
Before turning to all this, we make a digression about finite random graphs.

5.1 Metastable densities in power law random
graphs

The original motivation behind Theorem 5.1 was the study the contact pro-
cess on a class of random graphs called the configuration model, in [55], fol-
lowing up on bounds obtained earlier in [19]. As we will explain, metastable
densities of the contact process on these graphs are related to survival
probabilities on BGW trees, as the ones found in Theorem 5.1. In this
section, we give a brief outline of this direction of research, stating some
of the main findings, but omitting proofs.

5.1.1 Configuration model with power law degree dis-
tribution

Let us start by briefly describing the class of random graphs known as the
configuration model. Let n ∈ N and let D1, . . . , Dn be independent random
variables, all with distribution p. We want D1 + · · ·+Dn to be even; this
can be achieved for instance by artificially adding one unit to Dn in case
the sum is odd. We then use this random sequence to construct a random
graph Gn = (Vn, En) as follows. We take Vn = {1, . . . , n}. We define the
set of half-edges as Hn := {(v, a) : v ∈ Vn, 1 ≤ a ≤ Dv}. Uniformly at
random, we choose a perfect matching of Hn (that is, a partition of Hn into
sets of two elements), and declare that if (u, a), (v, b) ∈ Hn are together
in the perfect matching that was chosen, then an edge between u and v
is included in the graph. This gives rise to the set of edges En. It should
be noted that this procedure actually produces a multi-graph, that is, it is
possible to have multiple edges between two vertices, and also edges from
a vertex to itself.

This is one of the most well-studied classes of random graphs, see for
instance [70, 71]. Taking the degree distribution p as a power law is typical,
as it is supposed to model the degree distribution of certain real-world
networks. Specificall in the study of epidemics, it ensures that the graph
has so-called “superspreaders”, that is, individuals of exceptionally high
degree that do the heavy lifting in sustaining and spreading the infection.

Let τn denote the extinction time of the contact process on Gn (recall
that this is the time until the infection disappears, for the process started
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from all vertices infected). In [19], Chatterjee and Durrett proved that

for any λ > 0 and δ > 0, P(τn > exp{n1−δ}) n→∞−−−−→ 1. (5.7)

A result in the same spirit had been proved earlier by Berger, Borgs,
Chayes and Saberi [6] for the preferential attachment graph. This means
that on these power law graphs, the contact process is “always supercriti-
cal”: there is no regime where the infection disappears quickly. The result
of [19] contradicted earlier predictions in the Physics literature, obtained
from non-rigorous methods, to the effect that there was a fast extinction
regime in the configuration model, at least for some values of the power
law exponent.

In [54], (5.7) was improved to

for any λ > 0, there exists c > 0 such that P(τn > exp{cn}) n→∞−−−−→ 1.
(5.8)

Suppose that we want to take a snapshot of the contact process with
small λ on Gn at a “typical time” (meaning: not too soon after the start
of the dynamics, and long before the infection is extinct). To this end,
we take a sequence of times (tn)n≥1 such that tn → ∞ and log(tn) ≪ n

as n → ∞. We fix λ > 0 (small) and let (ξ
(n)
t )t≥0 denote the contact

process on Gn with rate λ, started from all infected. The quantity
1

n
|{v ∈ Vn : ξ

(n)
tn (v) = 1}|

represents the density of infection at the “typical time” tn. Using a variance
computation, one can show that the above quantity is close to

P(ξ(n)tn (Un) = 1),

where Un is a vertex of Vn chosen uniformly at random. By duality, the
above probability is equal to

P(ξ(Un)tn ̸= ∅), (5.9)

where (ξ
(Un)
t )t≥0 is a contact process with rate λ on Gn, started from a

single infection at Un.
In case α > 2, Gn has a local graph limit (in the sense of Benjamini–

Schramm, [5]). This limiting graph T̃ is a BGW tree, except that it
has two stages: the root has offspring distribution p (same as the degree
distribution of Gn), and all other vertices have degree distribution q, which
is the size biasing of p, that is, q is given by q(n) := np(n)/

∑
k kp(k).

Then, the probability in (5.9) can be shown to approach, as n → ∞, the
probability of (global) survival of the contact process on T̃ (with same
infection rate, starting from only the root infected).

Keeping these observations in mind, we now state the main theorem
of [55].
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Theorem 5.3 (Mountford, V., Yao [55]). Let p be a probability on N
satisfying (5.1) and (5.2), let Gn be the configuration model with degree
distribution p and n vertices, and let (ξ(n)t )t≥0 be the contact process with
rate λ > 0 on Gn, started from all vertices infected. For any sequence (tn)
with tn → ∞ and log(tn)/n → 0 and for any ε > 0, we have

P

(∣∣∣∣∣ |{v ∈ Vn : ξ
(n)
tn (v) = 1}|
n

− f̃(α, λ)

∣∣∣∣∣ > ε

)
n→∞−−−−→ 0,

where f̃(α, λ) is the probability of global survival of the contact process
with rate λ started from only the root infected on T̃ , the two-stage BGW
in which the root has offspring distribution p and other vertices have degree
distribution q, the size biasing of p. Moreover, as λ → 0,

f̃(α, λ) ∼


λ

1
3−α if α ∈ (1, 3

2 ];

λ2α−3 · (log 1
λ )
−(α−2) if α ∈ ( 32 , 2];

λ2α−3 · (log 1
λ )
−2(α−2) if α > 2.

(5.10)

Note that f̃(α, λ) is different from f(α, λ) given in (5.3), which is na-
tural, since T̃ is different from T . In fact, the relation

f̃(α, λ) = λ · f(α− 1, λ) (5.11)

holds; let us explain it. As mentioned earlier, these functions capture the
“best strategy” for survival, and typically, survival becomes much easier
when the degree at the root, or near the root, is big. Note that it is
easier for offspring with law q to be big than it is for offspring with law p,
because q has power law exponent α − 1 rather than α. Hence, it is not
surprising that the best strategy in T̃ is the same as in T , except that
in the former, this strategy is followed by one of the subtrees rooted at
the children of the root. This explains the α − 1 in (5.11). The factor λ
multiplying in the right-hand side has to do with the requirement that the
infection initially at the root must pass to the child whose subtree follows
the strategy.

In this survey, we have opted to include the proof of Theorem 5.1, and
not the proof of Theorem 5.3. This way, we are able to fully illustrate the
richness of behavior of the survival probability, while avoiding extra tech-
nical complications that arise in the two-stage tree and the configuration
model.

To conclude this section, let us mention that probabilities p satisfy-
ing (5.2) with α ∈ (1, 2] are also valid degree distributions for the confi-
guration model, and the reason this case is not included in Theorem 5.3
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is that there is no Benjamini–Schramm convergence in that case (the size
biasing of p is not well defined). Nevertheless, the metastable density can
still be computed: Can and Schapira found in [14] that it is equal to λα−1

when α ∈ (1, 2) and λ log(1/λ) when α = 2.

5.1.2 Other graphs and settings

We now mention other works related to the theme of metastable densities
and survival of the contact process with small λ, exploring other settings
or graphs.

In the recent reference [28], Fernley and Jacob studied the contact
process on BGW trees with power law degree distribution (exactly as in
the setting treated in this chapter), adding immunization at vertices of
big degree. In their setup, this means that the degree distribution (say,
represented by a random variable X ∼ p) is replaced by a truncated dis-
tribution X1{X ≤ kλ}, where kλ is a λ-dependent truncation level. They
find very precise results about how different levels of truncation produce
different expressions for the survival probability (in a way that depends
on the power law exponent α).

Further work has revealed that the scheme of optimization of survival
outlined above (after the statement of Theorem 5.1) is also manifested on
other classes of power law random graphs.

In [13], improving on previous bounds from [6], Can considered the
preferential attachment graph, in a setup where the power law exponent α
is strictly larger than 3. Here, in contrast to the configuration model, stars
are within order 1 distance to each other, so the density is given by the
middle expression in (5.10).

In [51], Linker, Mitsche, Schapira and V. studied the contact process
on a power law random graph that arises as the local limit of random
hyperbolic graphs, a model introduced in [41]. This graph has a power
law degree distribution with exponent α ∈ (1, 2), and the same densities
from (5.10) are found there (with the same corresponding survival strate-
gies). One highlight of this case is that the graph is not a tree, so new
techniques had to be developed to handle loop traversal.

The more recent work [31] considers the contact process on a class of
geometric random graphs obtained from Poisson point processes in Rd, in
situations that yield power law degree distributions with parameter α ∈
(1, 2). Interestingly, in their graphs, the “Key event 1” mentioned above
has lower probability, due to a slightly larger spacing between stars, so
they find a density matching the middle case in (5.10) for all their range
of α. See the discussion following the statement of Theorem 2.1 in that
paper.

Let us finally mention that in a series of works [38, 36, 37] (subsets of)
Jacob, Linker and Mörters study the contact process on dynamic power law
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random graphs. That is, they allow the edge set to evolve simultaneously
with the infection, albeit autonomously, that is, transitions in the graph
do not depend on the current state of the infection. For certain choices of
the parameters that define their model, the infection may die quickly, in
contrast with (5.8), due to stars being disintegrated long before they have
a chance to sustain the infection. They also study metastable densities,
finding a much richer variety of regimes than what we present here for
static graphs.

5.2 Lower bounds

We now jump straight into the proofs of the lower bounds in the different
regimes mentioned in Theorem 5.1.

5.2.1 Case α ∈ (1, 3
2
]

Proof of Theorem 5.1, lower bound for α ∈ (1, 3
2 ]. We already know from

Theorem 4.1 that P(Survloc(ξ·)) > 0, and then it follows from Proposi-
tion 4.5 that P(Survloc(ξ·)) = P(Survglob(ξ·)). Hence, to prove the desired
bound, it suffices to prove that there exists c > 0 such that

P(Survglob(ξ·)) > cλ
α−1
2−α .

This reduction will be important, because unlike the other two regimes α ∈
( 32 , 2] and α > 2, the proof below will guarantee global, not local, survival.

Let (ζt)t≥0 be the modification of the contact process on T defined
as follows. At time zero, only the origin is infected. Moreover, after a
site changes from infected to healthy for the first time, it cannot become
infected again. In particular, it is impossible for any site to cause its parent
to become infected.

Clearly, this auxiliary process can be constructed with the same graph-
ical construction as the contact process (ξt)t≥0 on T , and, recalling that
we take ξ0 = 1{o} as well, we have ξt ≥ ζt for every t. In particular,
defining the survival event for ζ in the same way as it is defined by ξ,

P(Survglob(ξ·)) ≥ P(Survglob(ζ·)).

Let

Zn := |{v : dist(o, v) = n, ∃t ≥ 0 such that ζt(v) = 1}|, n ∈ N0.

It is easy to convince oneself that (Zn)n≥0 is a branching process, and
Survglob(ζ·) ⊇ {Zn > 0 for all n}.
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We now make an estimate involving the tail of the offspring distribution
of this branching process. Fix x > 0 and define the event

Ax := {deg(o) > 2x/(1−e−λ)}∩{the root does not recover before time 1}.

Conditionally on Ax, Z1 stochastically dominates a

Binomial(⌈2x/(1− e−λ)⌉, 1− e−λ)

random variable, and so, P(Z1 ≥ x | Ax) ≥ 1/2. We then have

P(Z1 ≥ x) ≥ 1

2e
P(deg(o) > 2x/(1− e−λ)) ≥ c

(
λ

x

)α−1

(5.12)

for some c > 0, uniformly over λ < 1 and x ≥ 1.
We now want to use this bound to give an upper bound for the extinc-

tion probability of the branching process, which we denote by qλ. Define
the probability generating function

Ψλ(q) := E[qZ1 ], q ∈ [0, 1].

Recall that qλ equals the largest q ∈ [0, 1] such that Ψλ(q) = q. For
any q ∈ [0, 1] and x > 0 we can bound

Ψλ(q) ≤ P(Z1 ≤ x) + qx · P(Z1 > x) = 1− P(Z1 > x) · (1− qx).

Assuming q > 1/2, we take x = 1/ log(1/q), so that qx = e−1; also
using (5.12) and changing the value of c > 0 in each step, we obtain

Ψλ(q) ≤ 1− c(λ log(1/q))α−1 ≤ 1− cλα−1(1− q)α−1, (5.13)

where the second inequality follows from lim
q→1−

log(1/q)

1− q
= 1. Next, note

that

if 1− q <
(
cλα−1) 1

2−α , then cλα−1(1− q)α−1 > 1− q.

Together with (5.13), this implies that

if 1− q <
(
cλα−1) 1

2−α , then Ψλ(q) < q,

so Ψλ has no fixed point in the interval (1−
(
cλα−1) 1

2−α , 1). This implies

that the extinction probability qλ is smaller than 1 −
(
cλα−1) 1

2−α , so the

survival probability 1− qλ is larger than
(
cλα−1) 1

2−α = cλ
α−1
2−α .
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5.2.2 Case α ∈ (3
2
, 2]

The lower bound in this regime and the next will be obtained as a conse-
quence of Proposition 4.7: we will show that with a probability suitably
bounded away from zero, T has a subgraph consisting of a half-line with
stars, as required by that proposition.

Lemma 5.4. Let T be a BGW tree with offspring distribution p satisfy-
ing (5.2) with α ∈ (1, 2]. Then,

lim
d→∞

P
(

at least two vertices at distance 2
from the root have degree above d

∣∣∣∣deg(o) = d

)
= 1.

Proof. For d ∈ N and β > 0, define the events

A(β, d) := {|{v : dist(o, v) = 2}| ≥ βd},
B(d) := {|{v : dist(o, v) = 2, deg(v) > d}| ≥ 2}.

We have

P(A(β, d) | deg(o) = d) = P(X1 + · · ·+Xd ≥ βd),

where X1, . . . , Xd are independent, all with law p. Since p has infinite
expectation when α ∈ (1, 2], the law of large numbers implies that the
right-hand side above tends to 1 as d → ∞, regardless of the value of β.

Next, note that

P(B(d) | A(β, d)) ≥ P(Binomial(⌊βd⌋, p([d,∞))) ≥ 2).

When α ∈ (1, 2], there exists c > 0 such that p([d,∞)) ≥ c/d when d is
large enough; the right-hand side above is then larger than

P(Binomial(⌊βd⌋, c/d) ≥ 2).

By the convergence of binomial to Poisson, when d → ∞, this probability
converges to 1− e−cβ − (cβ)e−cβ .

We have thus proved that, for arbitrary β > 0,

lim inf
d→∞

P(B(d) | deg(o) = d) ≥ 1− e−cβ − (cβ)e−cβ .

Since the right-hand side can be made arbitrarily close to 1 by taking β
large, the proof is complete.

Proof of Theorem 5.1, lower bound for α ∈ ( 32 , 1]. Using the above lemma,
choose d0 large enough that for all d ≥ d0,

P(|{v : dist(o, v) = 2, deg(v) > d}| ≥ 2 | deg(o) = d) > 3/4. (5.14)
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Let C(1/2) be the constant given in Proposition 4.7, with ε = 1/2. Choose λ
small enough that log(1/λ)

λ2 > 1 and d1 = d1(λ) :=
2C(1/2) log(1/λ)

λ2 is larger
than d0.

Let A be the event that deg(o) ≥ d1 and T has a sequence of ver-
tices o = u0, u1, u2, . . ., all with degree above d1, and so that uj+1 is a
grandchild of uj for each j. Then, for the contact process (ξt)t≥0 on T
with rate λ, we have

P(Survloc(ξ·)) ≥ P(Survloc(ξ·) | A) · P(A) ≥ 1

2
· P(A),

by Proposition 4.7.
To give a lower bound to P(A), we use a branching process. On the

event {deg(o) ≥ d1}, let Z0 := {o}, and inductively, let Zk+1 be the set
of grandchildren with degree above d1 of vertices of Zk (with Zk+1 =
∅ if Zk = ∅). Then, by (5.14) and the choice of d1, conditionally
on {deg(o) ≥ d1}, the process (|Zk|)k≥0 stochastically dominates a branch-
ing proces in which each individual has two children with probability larger
than 3/4. In particular, the mean offspring of this process is larger than
one, so its survival probability ρ is positive. This proves that

P(A) ≥ ρ · P(deg(o) ≥ d1) = ρ · p([d1,∞)) ≥ c
λ2α−2

(log(1/λ))α−1
.

5.2.3 Case α > 2

Lemma 5.5. Let T be a BGW tree with offspring distribution p satisfy-
ing (5.2) with α > 2. Then, there exists b > 0 such that

lim
d→∞

P
(

at least two vertices at distance ⌊b log d⌋
from the root have degree above d

∣∣∣∣ deg(o) = d

)
= 1.

Proof. Let µ :=
∑

k≥1 kp(k) > 1 be the mean offspring of T , let Xn :=
|{v ∈ T : dist(o, v) = n}| be the number of vertices at height n, and
let σ := P(T is infinite).

Fix µ′ ∈ (1, µ). We claim that, if n is large enough, we have

P(Xn > (µ′)n) > σ/2.

To see this, note that by the Kesten-Stigum theorem (using the fact
that

∑
k k log(k)p(k) < ∞ when α > 2), we have that on {T is infinite},

almost surely, Xn/µ
n converges almost surely to a strictly positive random

variable; hence,

P(Xn > (µ′)n) ≥ P(Xn > (µ′)n, T is infinite) n→∞−−−−→ P(T is infinite).
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Let b := 2α/ log(µ′). Using the above claim, choose d large enough
that, letting ℓd := ⌊b log d⌋, we have

P(Xℓd−1 > (µ′)ℓd−1) > σ/2.

Then, letting Y1, . . . , Yd be independent, all with the same law as Xℓd−1,
we have

P(Xℓd > (µ′)ℓd−1 | deg(o) = d) ≥ P(Y1 + · · ·+ Yd > (µ′)ℓd−1)

≥ P
(

max
1≤j≤d

Yj > (µ′)ℓd−1
)

≥ 1− (1− σ/2)d.

Moreover,

P
(

at least two vertices at distance ℓd
from the root have degree above d

∣∣∣∣deg(o) = d, Xℓd > (µ′)ℓd−1
)

≥ P(Binomial(⌊(µ′)ℓd−1⌋, p([d,∞))) ≥ 2) =: β(d).

Bounding
⌊(µ′)ℓd−1⌋ ≥ ⌊(µ′)b log(d)/2⌋ = ⌊dα⌋

and p([d,∞)) > c/dα−1, we see that we β(d)
d→∞−−−→ 1.

We have thus proved that the probability that appears in the statement
of the lemma is larger than β(d) · (1− (1− σ/2)d)

d→∞−−−→ 1.

Proof of Theorem 5.1, lower bound for α > 3. Using Lemma 5.5, we take d0
large enough that, for any d ≥ d0,

P(|{v ∈ T : dist(o, v) = ⌊b log d⌋, deg(v) > d}| ≥ 2 | deg(o) = d) >
3

4
.

(5.15)
Let C(1/2) be the constant given in Proposition 4.7, with ε = 1/2. We
abbreviate

cλ :=
C(1/2) log(1/λ)

λ2

and take λ < λ0 small enough that

dλ := 3bcλ log(bcλ) > d0.

We also define
ℓλ := ⌊b log dλ⌋.

The quantities dλ and ℓλ will respectively play the role of degree and
distance in an application of Proposition 4.7. For this application to be
valid, we will first verify that, reducing λ if necessary, we have

dλ ≥ cλℓλ. (5.16)
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Indeed,
cλℓλ ≤ cλb log dλ = cλb log(3bcλ log(bcλ)).

When λ is small, we can bound bcλ > 3 and bcλ > log(bcλ), so the right-
hand side above is smaller than

cλb log((bcλ)
3) = dλ.

Now, let A be the event that deg(o) ≥ dλ and T has a sequence of
vertices o = u0, u1, u2, . . ., all with degree above dλ, and so that uj+1

is a descendant of uj at distance at most ℓλ from uj . For the contact
process (ξt)t≥0 with rate λ on T , we bound

P(Survloc(ξ·)) ≥ P(Survloc(ξ·) | A) · P(A)

and note that P(1Survloc(ξ·) | A) ≥ 1/2 by Proposition 4.7 (which can be
applied now that we have verified (5.16)).

It remains to prove that P(A) > 0. To this end, we bound

P(A) ≥ ρ · P(deg(o) ≥ dλ),

where ρ is the survival probability of a branching process in which each
individual has two children with probability 3

4 . The proof of this step is
done in the same way as in the case α ∈ ( 32 , 1], except that this time we
use Lemma 5.5. Finally, it is easy to see that there is a constant C > 0

such that dλ ≤ C (log(1/λ))2

λ2 , so

P(deg(o) ≥ dλ) = p([dλ,∞)) ≥ cd
−(α−1)
λ ≥ c′

λ2α−2

(log(1/λ))2α−2
.

5.3 Upper bounds
Proving the upper bounds for Theorem 5.1 will be considerably more in-
volved than the lower bounds. The bounds themselves will be establi-
shed in Sections 5.3.3 (case α ∈ (1, 3

2 ]), 5.3.4 (case α ∈ ( 32 , 2]) and 5.3.5
(case α > 2). Before we get to these, some preliminary work is required.
In Section 5.3.1, using martingale methods, we prove estimates on the pro-
bability that the infection travels from one vertex to another on trees with
degree smaller than a λ-dependent threshold. In Section 5.3.2, we apply
these estimates to BGW trees, which are truncated to make degrees fall
below the necessary threshold.

5.3.1 Martingale estimates
In this section, we obtain some preliminary upper bounds. The main
message here is that, if λ is small, then a tree in which all vertices have



90 D. Valesin

degree much smaller than 1/λ2 is “hostile environment” for the contact
process, in the sense that the infection does not manage to sustain itself
locally, and is unlikely to find its way from a fixed vertex u to another
fixed vertex v which is far from u.

Lemma 5.6. Assume that λ < 1
2
√
2
, and let T be a tree in which all

vertices have degree smaller than 1
8λ2 . Let u and v be two (not necessarily

distinct) vertices of T . Then, for the contact process on T with rate λ,

P((u, 0)⇝ {v} × [t,∞)) ≤ e−t/4 · (2λ)dist(u,v) for any t ≥ 0. (5.17)

In particular,

P((u, 0)⇝ {v} × [0,∞)) ≤ (2λ)dist(u,v). (5.18)

Proof. Using graph truncation and monotonicity, it is sufficient to prove
the lemma with the additional assumption that the tree is finite. With this
assumption, some of the steps of the proof (such as exchanging a derivative
with a sum, see below) become easier to check.

Let u and v be vertices as in the statement of the lemma, and define

f(ξ) :=
∑
w∈T

ξ(w) · (2λ)dist(w,v), ξ ∈ {0, 1}T .

Let (ξt)t≥0 be the contact process with rate λ on T , started from only u
infected, and let

Bt := et/4 · f(ξt), t ≥ 0.

We claim that (Bt) is a supermartingale with respect to (Ft), the natural
filtration of (ξt). Before proving the claim, let us see how it allows us to
conclude. Define σt := inf{s ≥ t : ξs(v) = 1}, and note that on {σt < ∞},
we have Bσt

≥ et/4, so

P((u, 0)⇝ {v} × [t,∞)) = P(σt < ∞) ≤ E[e−t/4 ·Bσt
· 1{σt < ∞}].

Using the optional stopping theorem, the right-hand side is smaller than

e−t/4 ·B0 = e−t/4 · (2λ)dist(u,v).

To prove the claim, we fix r ≥ 0 and prove that the function [0,∞) ∋
s 7→ E[Br+s | Fr] is non-increasing. To do so, we fix s ≥ 0 and start
computing

d

da
E[Br+s+a | Fr]

∣∣∣∣
a=0+

=
∑
ξ′

P(ξr+s = ξ′ | Fr) ·
d

da
E[Br+s+a | ξr+s = ξ′]

∣∣∣∣
a=0+

. (5.19)
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For any ξ′, the right derivative on the right-hand side is

1

4
e(r+s)/4 · f(ξ′) + e(r+s)/4 · d

da
E[f(ξr+s+a) | ξr+s = ξ′]

∣∣∣∣
a=0+

. (5.20)

The right derivative in the right-hand side is

∑
w∈ξ′

−(2λ)dist(w,v) + λ
∑

z∼w,z/∈ξ′
(2λ)dist(z,v)


≤
∑
w∈ξ′

(
−(2λ)dist(w,v) + λ

(
(2λ)dist(w,v)−1 +

1

8λ2
· (2λ)dist(w,v)+1

))

≤
∑
w∈ξ′

(2λ)dist(w,v)

(
−1 +

1

2
+

1

4

)
= −1

4
f(ξ′).

This shows that the expression in (5.20) is ≤ 0, so the expression in (5.19)
is ≤ 0. We have thus proved that the function [0,∞) ∋ s 7→ E[Br+s | Fr]
has a non-positive right derivative. Since this function is continuous and
its right derivative is continuous, it is differentiable, and so we conclude
that it is non-increasing, as required.

We will now see two corollaries of Lemma 5.6. The first is about the
extinction time of the contact process on finite trees.

Corollary 5.7. Assume that λ < 1
2
√
2
, and let T be a finite tree in which

all vertices have degree smaller than 1
8λ2 . Lettting τT be the extinction

time of the contact process with rate λ on T , for any t > 0 we have

P(τT ≥ t) ≤ |T |2 · e−t/4.

Proof. We bound

P(τT ≥ t) ≤
∑

u,v∈T
P((u, 0)⇝ {v} × [t,∞)) ≤ |T |2 · e−t/4,

where the second inequality follows from (5.17).

The second corollary is about the extinction of the contact process with
rate λ on trees whose branching number is below 1

2λ .

Corollary 5.8. Assume that λ < 1
2
√
2
. Let T be a tree with root o, and

assume that all vertices of T , apart possibly from o, have degree smaller
than 1

8λ2 . Also assume that

lim sup
k→∞

|{v : dist(o, v) = k}|1/k <
1

2λ
. (5.21)

Then, the contact process on T with rate λ dies out.
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Proof. Let v be a non-root vertex of T . For k ∈ N, define the set of vertices

Sk(v) := {u : dist(o, u) = k, the geodesic from u to v does not visit o}.

We claim that, for any k > dist(o, v), we have

P(ξvt ̸= ∅ ∀t) ≤ P((v, 0)⇝ ({o} ∪ Sk(v))× [0,∞)).

To see this, note that when k > dist(o, v), the set of vertices that can be
reached from v by a path that does not visit o or Sk(v) is finite. So, there
is almost surely no infinite infection path that stays inside this set.

We now use (5.18) in the subgraph of T induced by {o} and all vertices
that can be reached from v without passing by o to obtain

P ((v, 0)⇝ ({o} ∪ Sk(v))× [0,∞)) ≤
∑

u∈{o}∪Sk(v)

(2λ)dist(v,u)

≤ (2λ)dist(o,v) + |Sk(v)| · (2λ)k−dist(o,v),

since dist(v, u) ≥ k − dist(o, v) for any u ∈ Sk(v). Taking k large and
using (5.21), it is easy to see that

lim
k→∞

|Sk(v)| · (2λ)k = 0,

so we obtain

P(ξvt ̸= ∅ ∀t) ≤ (2λ)dist(o,v) for all v ̸= o. (5.22)

Now fix a finite set of vertices A. We have

P(∃t : ξAt = ∅) ≥
∏
v∈A

P(∃t : ξvt = ∅)

by the FKG inequality (as in (2.29)). The right-hand side is larger than

∏
v∈T

P(∃t : ξvt = ∅)
(5.22)
≥ P(∃t : ξot = ∅) ·

∞∏
k=1

(1− (2λ)k)|{v:dist(o,v)=k}|.

Again using the assumption (5.21), we have
∑∞

k=1(2λ)
k · |{v : dist(o, v) =

k}| < ∞, so the right-hand side above is strictly positive.
We have now proved that

γ := inf
A

P(∃t : ξAt = ∅) > 0,

where the infimum is taken over all finite sets of vertices. For any given
finite set of vertices B, we then have

Ms := P(ξBt ̸= ∅ ∀t | Fs) ≤ 1− γ < 1. (5.23)
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By the martingale convergence theorem,

Ms
s→∞−−−→ 1{ξBt ̸= ∅ ∀t} almost surely,

so
P(ξBt ̸= ∅ ∀t) = P

(
ω : Ms(ω)

s→∞−−−→ 1
)

(5.23)
= 0.

We now give a version of Lemma 5.6 that involves paths that travel
from u to v and then return to u.

Lemma 5.9. Assume that λ < 1
2
√
2
, and let T be a tree in which all

vertices have degree smaller than 1
8λ2 . Let u and v be two distinct vertices

of T . Then, for the contact process on T with rate λ,

P(∃t, t′ : 0 < t < t′ : (u, 0)⇝ (v, t)⇝ (u, t′)) ≤ (2λ)2dist(u,v). (5.24)

Proof. We define an auxiliary Markov process (ζt)t≥0 on {0, 1, 2}T . We
think of a site in state 0 as empty, and a site in state i ∈ {1, 2} as being
occupied by an animal of species i. The process starts from the configu-
ration ζ0 which has an individual of type 1 at u and is empty everywhere
else. The dynamics follows the rules:

• individuals of both types 1 and 2 die with rate 1, leaving their site
empty;

• an individual of type 2 sends a child to each neighboring site (possibly
overwriting a previous occupant) with rate λ, and the type of the
child is also 2;

• an individual of type 1 sends a child to each empty neighboring site
with rate λ; the type of the child is 2 if it is born at v, and 1 if it is
born anywhere else.

These rules are encoded by the generator:

Lf(ζ) =
∑
w∈T :

ζ(w)∈{1,2}

(f(ζw←0)− f(ζ))

+ λ
∑
w∈T :

ζ(w)=2

∑
z∼w:

ζ(z)∈{0,1}

(f(ζz←2)− f(ζ))

+ λ
∑
w∈T :

ζ(w)=1

∑
z∼w:
z ̸=v,

ζ(z)=0

(f(ζz←1)− f(ζ))

+ λ · 1{ζ(v) = 0}
∑
w∈T :
w∼v,

ζ(w)=1

(f(ζv←2)− f(ζ)),
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where ζw←i is the configuration obtained from ζ by putting state i at
site w and leaving the states of other sites unaltered.

We observe that (ζt)t≥0 can be constructed using the same graphical
construction as the contact process. In fact, letting (ξt)t≥0 be the contact
process obtained from this common graphical construction and started
from a single infection at u, we have the relation

ξt(w) = 1{ζt(w) ∈ {1, 2}}, w ∈ T.

Moreover,

{∃t, t′ : 0 < t < t′ : (u, 0)⇝ (v, t)⇝ (u, t′)} = {∃t ≥ 0 : ζt(u) = 2}.

We want to bound the probability of the event on the right-hand side.
Define, for ζ ∈ {0, 1, 2}T ,

f1(ζ) := (2λ)dist(u,v)
∑
w∈T :

ζ(w)=1

(2λ)dist(w,v), f2(ζ) :=
∑
w∈T :

ζ(w)=2

(2λ)dist(w,u),

and let At := f1(ζt) + f2(ζt), for t ≥ 0. The idea here is that all animals
in the configuration ζ receive a weight, depending on their types and po-
sitions. To clarify this, fix w ∈ T and first assume that there is a type-1
animal at w (in particular, w ̸= v, since only animals of type 2 can exist
at v). Then, letting

w = w0, w1, . . . , wk = v −→ geodesic from w to v,

v = v0, v1, . . . , vℓ = u −→ geodesic from v to u,

the most direct way that a type-1 animal at w eventually produces a type-2
animal at u is that births occur along the path obtained by concatenating
the above two geodesics. This path has length dist(w, v)+dist(v, u); guided
by this, we give weight (2λ)dist(w,v)+dist(v,u) to the type-1 animal at w.
Now assume that there is a type-2 animal at w. Then, this animal could
produce a type-2 animal at u by following the geodesic from w to u, so we
attribute to it the larger weight (2λ)dist(w,u).

We claim that (At)t≥0 is a supermartingale. Once this claim is proved,
we can let σ := inf{t : ζt(u) = 2}, note that on {σ < ∞} we have Aσ ≥ 1,
and bound

P(∃t : ζt(u) = 2) = P(σ < ∞)

≤ E[Aσ · 1{σ < ∞}] ≤ A0 = (2λ)2dist(u,v).

To prove the claim, as in the proof of Lemma 5.6, it is sufficient to
show that for every ζ ′ ∈ {0, 1, 2}T and every t ≥ 0, we have

d

ds
E[At+s | ζt = ζ ′]

∣∣∣∣
s=0+

≤ 0.
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We write the right derivative on the right-hand side as f̃1(ζ
′) + f̃2(ζ

′),
where

f̃1(ζ
′) :=

∑
w:ζ′(w)=1

(
− (2λ)dist(w,v)+dist(u,v)+λ

∑
z∼w:

ζ′(z)=0

(2λ)dist(z,v)+dist(u,v)
)

and

f̃2(ζ
′) :=

∑
w:ζ′(w)=2

(
− (2λ)dist(w,u) + λ

∑
z∼w:

ζ′(z)∈{0,1}

(2λ)dist(z,u)
)
.

Using the assumption that the degrees are bounded by 1
8λ2 as in the proof

of Lemma 5.6, it can now be seen that f̃1(ζ
′) ≤ − 1

4f1(ζ
′) and f̃2(ζ

′) ≤
− 1

4f2(ζ
′). This concludes the proof.

Finally, we give versions of the inequalities (5.18) and (5.24) where the
starting time of the infection path is allowed to take values different from
zero.

Lemma 5.10. Assume that λ < 1
2
√
2
, and let T be a tree in which all

vertices have degree smaller than 1
8λ2 . Let u and v be two distinct vertices

of T . Then, for the contact process on T with rate λ, and any t > 0, we
have

P({u} × [0, t]⇝ {v} × [0,∞)) ≤ (t+ 1) · (2λ)dist(u,v). (5.25)

and

P(∃s, s′, s′′ : s ≤ t, (u, s)⇝ (v, s′)⇝ (u, s′′)) ≤ (t+ 1) · (2λ)2dist(u,v).
(5.26)

Proof. We will prove (5.25) using (5.18) and an additional argument. One
can then prove (5.26) using (5.24) and the same additional argument, so
we omit this.

For k ∈ N, let Ak := {{u} × [k, k + 1] ⇝ {v} × [0,∞)}, and let A′k be
the event that Ak occurs and there is no recovery mark at u in the time
interval [k − 1, k + 1]. By the FKG inequality,

P(A′k) ≥ P(Ak) · e−2.

The left-hand side of (5.25) is equal to

P({u} × [1, t+ 1]⇝ {v} × [0,∞)) ≤
⌊t⌋+1∑
k=1

P(Ak) ≤ e2 ·
⌊t⌋+1∑
k=1

P(A′k).

(5.27)
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On the event A′k we have (u, s) ⇝ {v} × [0,∞) for any s ∈ [k − 1, k]. In
particular, ∫ k

k−1
1{(u, s)⇝ {v} × [0,∞)} ds ≥ 1A′

k
.

The right-hand side of (5.27) is then smaller than

e2 ·
⌊t⌋+1∑
k=1

E

[∫ k

k−1
1{(u, s)⇝ {v} × [0,∞)} ds

]

= e2 ·
∫ ⌊t⌋+1

0

P((u, s)⇝ {v} × [0,∞)) ds

(5.25)
≤ e2(t+ 1) · (2λ)dist(u,v).

5.3.2 Truncation and escape probabilities
We now obtain consequences of the bounds from the previous section for
the particular case of the contact process on BGW trees. We first explain
a very natural procedure to truncate the tree, in order to make all vertex
degrees smaller than a threshold value M . Namely, we explore the tree
generation by generation from the root, and whenever a vertex tries to have
too many children, making its degree M or larger, we turn that vertex into
a leaf instead (in particular, we do not explore its descendancy any further).
Vertices that have been affected in this way are then considered “danger
points”. The idea is then that the probability that the contact process
(started from only the root infected) survives forever on the original tree
is smaller than the probability that in the new tree, it either survives
forever or infects any of the danger points (we label the latter case as an
“escape”).

Let T be a BGW tree with root o and offspring distribution p supported
on {2, 3, . . .}. Also let M ∈ N. We define the tree T̂M as the subgraph
of T induced by the set of vertices

{o} ∪
{

u ∈ T : all vertices in the geodesic from o to u,
apart possibly from o and u, have degree < M

}
.

We think of T̂M as the result of exploring T from the root upwards, and
turning every (non-root) vertex that tries to have offspring ≥ M into
leaves. This point of view makes it clear that T̂M is a BGW tree with
offspring distribution pM given by

pM (0) = p([M,∞)),

pM (j) = p(j) for 1 ≤ j < M,

pM (j) = 0 for j ≥ M.

(5.28)
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We now define

∂T̂M,k := {u ∈ T̂M : u is a leaf of T̂M and dist(o, u) = k}, k ∈ N

and

∂T̂M :=
∞⋃
k=1

∂T̂M,k.

These are sets of vertices of T̂M , hence also of T .
Now take a graphical construction H for the contact process on T ,

and let ĤM be its restriction to T̂M . Note that H has an infection path
starting at (o, 0) and reaching some vertex of ∂T̂M if and only if ĤM has
an infection path satisfying the same properties. Hence, defining

Escape(M) := {(o, 0)⇝ ∂T̂M × [0,∞)},

there is no ambiguity with respect to which of the two graphical construc-
tions (H or ĤM ) we are using.

Lemma 5.11. Let λ < 1/4. Let T be a BGW tree with root o and offspring
distribution p supported on {2, 3, . . .}. Let M ∈ N and assume that

M ≤ 1

8λ2
(5.29)

and
M∑
j=1

j · p(j) < 1

2λ
. (5.30)

Then, for the contact process (ξot )t≥0 on T with rate λ started with only
the root infected, defining the escape event Escape(M) as above, we have

P({ξot ̸= ∅ ∀t} ∩ (Escape(M))c) = 0.

Proof. The result will follow from proving that the contact process dies
out on the truncated tree T̂M . Recall that pM given in (5.28) gives the
offspring distribution of T̂M . For any m′ >

∑
j≤M jpM (j), by the Markov

inequality we have

P(|{v ∈ T̂M : dist(o, v) = k}| > (m′)k) ≤

(∑
j≤M jpM (j)

)k
(m′)k

;

then, also using Borel-Cantelli, we obtain that almost surely,

lim sup
k→∞

|{v ∈ T̂M : dist(o, v) = k}|1/k ≤
∑
j≤M

jpM (j)
(5.30)
<

1

2λ
.
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Then, T̂M almost surely satisfies the assumptions of Corollary 5.8, so the
result follows.

We would now like to use this lemma to prove upper bounds for The-
orem 5.1. For each fixed value of the power law exponent α > 1, the idea
is to take λ small, and choose M in the lemma depending on α and λ. We
would like M to be chosen as large as possible: the larger it is, the smaller
the probability of the Escape(M) event, so the better the upper bound.

To explain how M will be chosen in each case, note that Lemma 5.11
has two conditions on M : (5.29) and (5.30). We now observe:

• in case α > 2, we have
∑∞

j=1 jp(j) < ∞, so when λ is small enough
(smaller than (2

∑∞
j=1 jp(j))

−1), (5.30) is satisfied automatically, re-
gardless of M . Then, (5.29) is the only condition that matters in
this case, and we can take M = 1/(8λ2);

• if α ≤ 2, then
∑∞

j=1 jp(j) = ∞, so (5.30) becomes relevant. Still
assuming λ to be small, (5.30) is satisfied when M ≪ λ−1/(2−a) in
case α ∈ (1, 2), or when logM ≪ λ−1 in case α = 2. Hence, the value
of α for which the two bounds (5.29) and (5.30) become comparable
is α = 3

2 . Recalling that we want to take M as large as possible,
this suggests taking M = δλ−1/(2−a) (with δ small) if α ∈ (1, 3

2 ]
and M = 1/(8λ2) when α ∈ ( 32 , 2].

Recall that ∂T̂M,k is the set of leaves of T̂M at distance k from o. Our
tool to bound the probability of the Escape(M) event will be Lemma 5.6.
In case M ≤ 1/(8λ2) and d ≤ 1/(8λ2), we have by (5.18) that

P(Escape(M) | deg(o) = d) ≤ E

 ∞∑
k=1

∑
v∈∂T̂M,k

(2λ)k

∣∣∣∣∣∣deg(o) = d


=

∞∑
k=1

(2λ)k · E
[
|∂T̂M,k|

∣∣∣deg(o) = d
]
.

(5.31)

Letting

mM :=
∑
j≤M

j · p(j),

we have, for any k ≥ 1,

E
[
|∂T̂M,k|

∣∣∣ deg(o) = d
]
= d ·mk−1

M · p([M,∞)). (5.32)
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We can then bound

P(Escape(M) ∩ {deg(o) ≤ M})

=
∑
d≤M

p(d) · P(Escape(M) | deg(o) = d)

(5.31),(5.32)
≤

∑
d≤M

p(d)

∞∑
k=1

(2λ)k · d ·mk−1
M · p([M,∞))

= p([M,∞)) ·
∞∑
k=1

(2λmM )k.

If 2λmM < 1, then the series equals 2λmM

1−2λmM
. In particular, we have

obtained:

if M ≤ 1/(8λ2) and λmM < 1/4, then
P(Escape(M) ∩ {deg(o) ≤ M}) ≤ 4λmM · p([M,∞)).

(5.33)

In applying this bound, it will be useful to note that, by comparison with
an integral, there exists C > 0 such that

p([M,∞)) ≤ CM−(α−1) (5.34)

and

mM ≤


CM2−α if α ∈ (1, 2);

C logM if α = 2;∑∞
j=1 j · p(j) < ∞ if α > 2.

(5.35)

5.3.3 Case α ∈ (1, 3
2
]

We are finally ready to address the upper bounds for the three regimes of
Theorem 5.1; we do this in this and the next two sections.

Proof of Theorem 5.1, upper bound for α ∈ (1, 3
2 ]. We will use (5.33) with

the choice
M = δλ−1/(2−α)

with δ > 0 small. Note that M ≤ 1/(8λ2) (since 1
2−α ≤ 2 when α ∈ (1, 3

2 ])
and, by (5.35),

λmM ≤ λ · C(δλ−1/(2−α))2−α < 1/4 (5.36)

if δ is small. We then bound:
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P(ξot ̸= ∅ ∀t) ≤ P(deg(o) > M) + P({deg(o) ≤ M} ∩ Escape(M))

(5.33)
≤ p([M,∞)) + 4λmM · p([M,∞))

(5.36)
≤ 2p([M,∞))

(5.34)
≤ 2CM−(α−1)

= 2Cδ−(α−1)λ(α−1)/(2−α).

5.3.4 Case α ∈ (3
2
, 2]

This case and the next are more involved, because we will need to allow
for cases where the degree of the root is a bit larger than 1/(8λ2). Here
this is handled in the following proposition.

Proposition 5.12. Let T be a BGW tree with root o and offspring distri-
bution p satisfying (5.1) and (5.2) with α ∈ ( 32 , 2]. Then, there exist δ > 0
and ε > 0 such that, for λ small enough,

d ≤ δ
1

λ2
log

1

λ
=⇒ P

(
Escape

(
1

8λ2

)∣∣∣∣deg(o) = d

)
< λε.

We postpone the proof of this proposition, and for now show how it
gives the upper bound in Theorem 5.1 in this case.

Proof of Theorem 5.1, upper bound for α ∈ ( 32 , 2]. We take

M =
1

8λ2
and M ′ = δ

1

λ2
log

1

λ
,

where δ is as in Proposition 5.12. We use Lemma 5.11 and bound

P(ξot ̸= ∅ ∀t) ≤P(deg(o) > M ′)

+ P({deg(o) ≤ M} ∩ Escape(M))

+ P({M < deg(o) ≤ M ′} ∩ Escape(M)).

(5.37)

and treat the three terms on the right-hand side separately.
By (5.34),

P(deg(o) > M ′) = p([M ′,∞)) ≤ C
λ2α−2

(log 1
λ )

α−1 . (5.38)

For the second term, we first use (5.34) to bound

p([M,∞)) ≤ Cλ2α−2. (5.39)
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Next, defining mM =
∑

j≤M jp(j) as before (with our current choice M =

1/(8λ2)), by (5.35) we have

λmM ≤

Cλ2α−3 if α ∈ ( 32 , 2);

Cλ log 1
λ if α = 2.

(5.40)

In particular, λmN < 1/4 when λ is small, so we can apply (5.33). To-
gether with the bounds obtained above, it yields

P(Escape(M) ∩ {deg(o) ≤ M}) ≤

Cλ4α−5 if α ∈ ( 32 , 2),

Cλ3 log 1
λ if α = 2.

(5.41)

Note that this bound is of smaller order than the one obtained in (5.38),
since 4α− 5 > 2α− 2 when α > 3

2 .
Finally, by Proposition 5.12 and another use of (5.39) we have

P({M < deg(o) ≤ M ′} ∩ Escape(M)) ≤ λεP(deg(o) > M) ≤ Cλ2α−2+ε;

the factor ε in the exponent saves the day!
Hence, all three terms on the right-hand side of (5.37) are smaller

than C λ2α−2

(log(1/λ))α−1 , completing the proof.

Proof of Proposition 5.12. Fix a small constant δ > 0 to be chosen later,
let d ≤ δ 1

λ2 log
1
λ , and condition on {deg(o) = d}. We let

t∗ :=

(
1

λ

)17δ

(the reason for this choice will be clear later, but briefly put, it is taken as
an amount of time that is very likely to be larger than the extinction time
of the contact process with rate λ on a star with δ 1

λ2 log
1
λ leaves, using

the bound of Proposition 2.23).
Again let M = 1/(8λ2). We will define three “bad events”, show

that Escape(M) does not happen if neither of them happens, and bound
their probabilities.

The first bad event, denoted E1, is the event that there is an infection
path that starts at o at time 0, goes up to time t∗, and only visits o and
neighbors of o.

As the second bad event, we define

E2 := {{o} × [0, t∗]⇝ ∂T̂M × [0,∞)}.
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The third bad event, E3, is the event that there exist times s, s′, t
with s < s′ < t, s ≤ t∗ and an infection path γ : [s, t] → T̂M such that

γ(r) = o for all r ∈ [s, s′),

γ(r) ̸= o for all r ∈ [s′, t),

dist(γ(r), o) ≥ 2 for some r ∈ (s′, t), and
γ(t) = o.

In words, E3 is the event that there is an infection path inside T̂M starting
from the root at some time before t∗, reaching some vertex at distance at
least two from the root, and then going back to the root.

We claim that Escape(M) ⊆ E1 ∪ E2 ∪ E3. To see this, assume
that Escape(M) occurs, so that there is an infection path γ in T̂M from (o, 0)

to ∂T̂M × [0,∞). Define

σ := inf{t : dist(γ(t), o) ≥ 2 or γ(t) ∈ ∂T̂M},
σ0 := sup{t ≤ σ : γ(t) = o}.

Now, if σ > t∗, then E1 occurs. If σ ≤ t∗, then we can obtain a sub-
path of γ that starts at o at some time slightly before σ0, and either
goes directly from o to a boundary vertex (so that E2 occurs), or reaches
distance 2 from o and then returns to o (so that E3 occurs).

It remains to bound the probabilities of the bad events. Note that

d ≤ δ
1

λ2
log

1

λ
=⇒ e−16λ

2d ≥ λ16δ,

so, by (2.26) and 1− x ≤ e−x, we have

P(E1 | deg(o) = d) ≤ exp

{
−1

4
λ16δ ·

⌊
(1/λ17δ)

3 log(1/λ)

⌋}
.

As λ → 0, the above tends to zero faster than any positive power of λ.
In order to bound the probability of E2, we first note that E2 occurs

if and only if there exists a vertex u ∈ ∂T̂M , time instants s < s′ < t
with s ≤ t∗ and an infection path γ : [s, t] → T̂M such that

γ(r) = o for all r ∈ [s, s′),

γ(r) ∈ T̂M\
(
{o} ∪ ∂T̂M

)
for all r ∈ [s′, t), and

γ(t) = u.

In particular, after γ jumps away from o, it stays in one of the subtrees
that descends from o (the one that contains u), which is a subgraph in
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which all degrees are bounded by 1/(8λ2). Due to this observation, we can
use (5.25) to bound

P(E2 | deg(o) = d) ≤ E

 ∞∑
k=1

∑
u∈∂T̂M,k

(t∗ + 1) · (2λ)k
∣∣∣∣∣∣deg(o) = d


≤ (t∗ + 1)

∞∑
k=1

(2λ)k · E
[
|∂T̂M,k|

∣∣∣deg(o) = d
]
.

Again letting mM :=
∑

j≤M jp(j), this is at most

(t∗ + 1)

∞∑
k=1

(2λ)k · d · (mM )k−1 · p([M,∞))

= (t∗ + 1) · 2λ · d · p([M,∞)) ·
∞∑
k=1

(2λmM )k−1.

Bounding λmM as in (5.40), the sum converges if λ is small. Using t∗+1 ≤
2t∗ = 2(1/λ)17δ (for λ small, depending on δ), d ≤ δ 1

λ2 log
1
λ and the

bound p([M,∞)) ≤ Cλ2α−2 from (5.39), this gives

P(E2 | deg(o) = d) ≤ Cλ2α−3−17δ · log 1

λ
.

We note that 2α− 3− 17δ > 0 if δ < (2α− 3)/17.
Next, using (5.26), we bound

P(E3 | deg(o) = d)

≤ E

 ∑
u∈T̂M :dist(o,u)≥2

(t∗ + 1) · (2λ)2dist(o,u)
∣∣∣∣∣∣deg(o) = d


= (t∗ + 1)

∞∑
k=2

(2λ)2k · E
[
|{u ∈ T̂M : dist(o, u) = k}|

∣∣∣deg(o) = d
]
.

For each k ≥ 2, the expectation on the right-hand side equals d(mM )k−1,
so the right-hand side is smaller than

(t∗ + 1) · d · 4λ2
∞∑
k=2

(4λ2mM )k−1 ≤ (t∗ + 1) · d · 4λ2 · 4λ2mM

1− 4λ2mM
.

By bounding λmM ≤ 1 and bounding t∗ + 1 and using the choice of d as
before, this is smaller than

Cλ1−17δ · log 1

λ
,

which is smaller than a positive power of λ if δ < 1/17. This completes
the proof.
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5.3.5 Case α > 2

Again, we state a proposition which handles the case where the degree
of the root is large, use this statement to prove the upper bound in the
theorem, and then turn to the proof of the proposition.

Proposition 5.13. Let T be a BGW tree with root o and offspring dis-
tribution p satisfying (5.1) and (5.2) with α > 2. Then, there exist δ > 0
and ε > 0 such that, for λ small enough,

d ≤ δ
1

λ2

(
log

1

λ

)2

=⇒ P(ξot ̸= ∅ ∀t | deg(o) = d) < λε.

Proof of Theorem 5.1, upper bound for α > 2. We take

M =
1

8λ2
and M ′ = δ

(
1

λ
log

1

λ

)2

with δ as in Proposition 5.13, and bound, using Lemma 5.11,

P(ξot ̸= ∅ ∀t) ≤P(deg(o) > M ′)

+ P({deg(o) ≤ M} ∩ Escape(M))

+ P({M < deg(o) ≤ M ′} ∩ {ξot ̸= ∅ ∀t}).
(5.42)

By (5.34), we have

P(deg(o) > M ′) ≤ C

(
λ

log(1/λ)

)2α−2

.

Next, by (5.33) and (5.35), when λ is small enough we have

P({deg(o) ≤ M} ∩ Escape(M)) ≤ 4λ
∑∞

j=1 jp(j) · p([M,∞))
(5.34)
≤ Cλ2α−1.

Finally, by Proposition 5.13,

P({M < deg(o) ≤ M ′}∩{ξot ̸= ∅ ∀t}) ≤ λεP(deg(o) > M)
(5.34)
≤ Cλ2α−2+ε.

We have thus proved that the three terms in the right-hand side of (5.42)
are smaller than C( λ

log(1/λ) )
2α−2, completing the proof.

This time, the proof of the proposition will require some preliminary
results, which we now state and prove.

Lemma 5.14. Assume that λ < 1/4. Let T be a finite tree with root o, and
assume that all vertices of T , apart possibly from o, have degree smaller
than 1

8λ2 . Let
ν :=

∑
i≥2

(2λ)2i · |{v : dist(o, v) = i}|.
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Then, for any t > 0,

P
(
τT ≤ 3 log

1

λ
+ 2t

)
≥ e−16λ

2deg(o)
(
1− |T |2e−t/4

)2(
1− ν ·

(
3 log

1

λ
+ 2t+ 1

))
. (5.43)

Proof. Fix t > 0, and define

t1 := t, t2 := t1 + 3 log 1
λ , t3 := t2 + t.

Letting S denote the subgraph induced by o and its neighbors, define the
events

E1 := {any infection path from T × {0} to T × {t1} visits o} ,

E2 := {any infection path from T × {t1} to T × {t2} visits Sc} ,

E3 := {any infection path from T × {t2} to T × {t3} visits o} .

Also defining

E4 :=

 there is no infection path γ from T × {0}
to T × {t3} for which there exist s1 < s2 < s3
such that γ(s1) = o, γ(s2) ∈ Sc, γ(s3) = o.

 ,

it is clear that {τT ≤ t3} ⊇ E1 ∩ E2 ∩ E3 ∩ E4. We will now give a lower
bound for the probability of the intersection of the four events. We first
give individual lower bounds for each of them.

Let T ′ denote the graph obtained by removing o (and all the edges
that contain o) from T . Then, T ′ is a (non-connected) graph in which all
vertices have degree bounded by 1/(8λ2). Then,

P(E1) = P(E3) = P(τT ′ ≥ t) ≥ 1− |T ′|2 · e−t/4 ≥ 1− |T |2 · e−t/4,

where the first inequality follows from Corollary 5.7. Next,

P(E2) > P(τS < 3 log 1
λ ) > e−16λ

2deg(o),

where the second inequality follows from (2.26). To deal with E4, we start
with a union bound,

P(E4) > 1−
∑

v:dist(o,v)≥2

P
(

∃s1 < s2 < s3 ≤ t3 :
(o, s1)⇝ (v, s2)⇝ (o, s3)

)
.

By (5.26), this is larger than

1−
∑

v:dist(o,v)≥2

(t3 + 1) · (2λ)2dist(o,v) = 1− ν · (t3 + 1).
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Now consider the partial order on graphical constructions as in the
proof of Corollary 5.8. The four events E1, E2, E3, E4 are all non-increasing
with respect to this partial order, so by the FKG inequality, we obtain

P(∩4
i=1Ei) ≥

4∏
i=1

P(Ei).

Combining this with the bounds obtained above, the proof is complete.

Lemma 5.15. If λ > 0 is small enough, the following holds. Let T be a
finite tree with root o. Assume that all vertices of T , apart possibly from o,
have degree smaller than 1/(8λ2), and that |T | ≤ 1/λ3. Then,

P
(
τT ≤ 59 log

1

λ

)
>

1

2
e−16λ

2deg(o).

In particular, for any t > 0,

P(τT > t) ≤
(
1− 1

2
e−16λ

2 deg(o)

)⌊t/(59 log(1/λ))⌋

. (5.44)

Proof. We apply Lemma 5.14 with t = 28 log 1
λ (so that 3 log 1

λ + 2t =
59 log 1

λ ). Note that

|T |2 · e−t/4 ≤ 1

λ6
· e−7 log

1
λ = λ

and

ν ·
(
3 log

1

λ
+ 2t+ 1

)
≤ (2λ)4 · |T | ·

(
59 log

1

λ
+ 1

)

≤ 16λ

(
59 log

1

λ
+ 1

)
.

Hence, when λ is small enough, we have(
1− |T |2e−t/4

)2(
1− ν ·

(
3 log

1

λ
+ 2t+ 1

))
>

1

2
,

so the desired inequality follows from (5.43).

Proof of Proposition 5.13. This time, we do not use the truncated tree T̂M
or the escape event.

Let δ > 0 and η > 0 be small constants to be chosen later: η will be
chosen first, and the choice of δ will depend on it. Again, the idea is that
after these constants are chosen, we take λ small (depending on δ and η).
Fix d ≤ δ 1

λ2 (log
1
λ )

2. We will condition on deg(o) = d.
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Define

t∗ :=

(
1

λ

)17δ log(1/λ)

and the two bad events

E1 :=

{
there is an infection path γ : [0, t∗] → T
with γ(0) = o and dist(o, γ(t)) ≤ η log 1

λ for all t

}
,

E2 := {{o} × [0, t∗]⇝ {v ∈ T : dist(o, v) = ⌊η log 1
λ⌋} × [0,∞)},

so that we clearly have {ξot ̸= ∅ ∀t} ⊆ E1 ∪ E2.
In order to bound the probability of E1 ∪ E2, it is helpful to define

further bad events, which only involve the BGW tree T :

B1 := {there are more than 1
λ3 vertices within distance η log 1

λ of o},
B2 := {there is a vertex v ∈ T \{o}: dist(v, o) ≤ η log 1

λ and deg(v) > 1
8λ2 }.

We will bound:

P(ξot ̸= ∅ ∀t | deg(o) = d) ≤ P(B1 | deg(o) = d) + P(B2 | deg(o) = d)

+ P(E1 | {deg(o) = d} ∩ Bc
1 ∩ Bc

2)

+ P(E2 | {deg(o) = d} ∩ Bc
1 ∩ Bc

2).

(5.45)

Let

m :=

∞∑
j=1

jp(j).

Conditionally on {deg(o) = d}, the expected number of vertices within
distance η log 1

λ of o is smaller than

1 + d

⌈η log(1/λ)⌉∑
k=1

mk−1 ≤ 2dm2η log(1/λ) ≤ 2δ
1

λ2+2η logm

(
log

1

λ

)2

, (5.46)

where the first inequality holds for λ small, and the second inequality
follows from the choice of d. Hence, Markov’s inequality gives

P(B1 | deg(o) = d) ≤ 2δ
1

λ2+2η logm

(
log

1

λ

)2

· λ3.

If η < 1
2 logm , the right-hand side tends to zero faster than a positive power

of λ as λ → 0.



108 D. Valesin

Next, conditionally on {deg(o) = d}, the expected number of vertices
of degree above 1/(8λ2) within distance η log 1

λ of o is smaller than

d

⌈η log(1/λ)⌉∑
k=1

mk−1 · p([1/(8λ2),∞))

(5.39),(5.46)
≤ C

1

λ2+2η logm

(
log

1

λ

)2

· λ2α−2.

This expectation is an upper bound for P(B2 | deg(o) = d):

P(B2 | deg(o) = d) ≤ C

(
log

1

λ

)2

· λ2α−4−2η logm.

Since α > 2, we have 2α − 4 > 0, so, if η < 2α−4
2 logm , the right-hand side

tends to zero faster than a positive power of λ as λ → 0.
We can now choose η satisfying

η ≤ min(1, 2α− 4)

2 logm
.

On the event Bc
1 ∩Bc

2, the assumptions of Lemma 5.15 are satisfied, so
by (5.44) we have

P(E1 | {deg(o) = d} ∩ Bc
1 ∩ Bc

2)

≤ exp

{
−1

2
e−16λ

2d ·
⌊

t∗

59 log(1/λ)

⌋}

≤ exp

{
−1

2
e−16δ(log(1/λ))

2

·

⌊
e17δ(log(1/λ))

2

59 log(1/λ)

⌋}
.

As λ → 0, this tends to zero faster than any power of λ.
Finally, we turn to the fourth term in the right-hand side of (5.45). The

event E2 occurs if and only if there exist u ∈ T with dist(o, u) = ⌊η log 1
λ⌋,

times s < s′ < t with s ≤ t∗, and an infection path γ : [s, t] → T such that

γ(r) = o for r ∈ [s, s′), and γ(r) ̸= o for r ∈ [s′, t],

dist(γ(r), o) < ⌊η log 1
λ⌋ for r ∈ [s, t),

γ(t) = u.

Also, on Bc
1 ∩Bc

2, there are fewer than 1/λ3 choices for u, and all non-root
vertices within distance ⌊η log 1

λ⌋ of o have degree at most 1/(8λ2). Then,
using (5.25) and a union bound over the choice of u gives

P(E2 | {deg(o) = d} ∩ Bc
1 ∩ Bc

2) ≤
1

λ3
· (t∗ + 1)(2λ)⌊η log(1/λ)⌋.
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Bounding t∗ + 1 ≤ 2t∗, using ⌊η log(1/λ)⌋ ≥ 1
2η log(1/λ) for λ small, and

plugging in the choice of t∗, the right-hand side is smaller than

2

λ3
· exp

{
17δ

(
log

1

λ

)2

+
η

2
log 2 · log 1

λ
− η

2

(
log

1

λ

)2
}
.

Now, we choose δ small so that 17δ < η
2 , and then take λ small so

that log(1/λ) ≪ (log(1/λ))2. With these choices, among the terms in
the exponential, the last one is larger (in absolute value) than the sum of
the first two. Then, the whole expression tends to zero, as λ → 0, faster
than any power of λ.
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